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CHAPTER 1

Preliminaries

We assume knowledge of:

‚ Proof by induction and by contradiction
‚ Complex numbers
‚ Basic set-theoretic definitions and notation
‚ Definitions of maps between sets, and especially injective, surjective and bijective

maps
‚ Finite sets and cardinality of finite sets (in particular with respect to maps

between finite sets).

We denote by N “ t1, 2, . . .u the set of all natural numbers. (In particuler, 0 R N).
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CHAPTER 2

Vector spaces and linear maps

Before the statement of the formal definition of a field, a field K is either Q, R, or C.

2.1. Matrices and vectors

Consider a system of linear equations
$

’

&

’

%

a11x1 ` ¨ ¨ ¨ ` a1nxn “ b1

¨ ¨ ¨

am1x1 ` ¨ ¨ ¨ ` amnxn “ bm

with n unknowns px1, . . . , xnq in K and coefficients aij in K, bi in K. It is represented
concisely by the equation

fApxq “ b

where A “ paijq1ďiďm
1ďjďn

is the matrix

A “

¨

˝

a11 ¨ ¨ ¨ a1n

¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

am1 ¨ ¨ ¨ amn

˛

‚

with m rows and n columns, b is the column vector

b “

¨

˝

b1
...
bm

˛

‚,

x is the column vector with coefficients x1, . . . , xn, and fA is the map fA : Kn Ñ Km

defined by

fA

´

¨

˝

x1
...
xn

˛

‚

¯

“

¨

˝

a11x1 ` ¨ ¨ ¨ ` a1nxn
¨ ¨ ¨

am1x1 ` ¨ ¨ ¨ ` amnxn

˛

‚.

We use the notation Mm,npKq for the set of all matrices with m rows and n columns
and coefficients in K, and Kn or Mn,1pKq for the set of all columns vectors with n rows
and coefficients in K. We will also use the notation Kn for the space of row vectors with
n columns.

We want to study the equation fApxq “ b by composing with other maps: if fApxq “ b,
then gpfApxqq “ gpbq for any map g defined on Km. If g is bijective, then conversely if
gpfApxqq “ gpbq, we obtain fApxq “ b by applying the inverse map g´1 to both sides. We
do this with g also defined using a matrix. This leads to matrix products.
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2.2. Matrix products

Theorem 2.2.1. Let m, n, p be natural numbers. Let A PMm,npKq be a matrix with
m rows and n columns, and let B P Mp,mpKq be a matrix with p rows and m columns.
Write

A “ paijq1ďiďm
1ďjďn

, B “ pbkiq1ďkďp
1ďiďm

.

Consider the map f obtained by composition

Kn fA
ÝÑ Km fB

ÝÑ Kp,

that is, f “ fB ˝ fA. Then we have f “ fC where C P Mp,npKq is the matrix C “

pckjq1ďkďp
1ďjďn

with

ckj “ bk1a1j ` bk2a2j ` ¨ ¨ ¨ ` bkmamj

“

m
ÿ

i“1

bkiaij.

Proof. Let x “ pxjq1ďjďn P Kn. We compute fpxq and check that this is the same
as fCpxq. First we get by definition

fApxq “ y,

where y “ pyiq1ďiďm is the row vector such that

yi “ ai1x1 ` ¨ ¨ ¨ ` ainxn “
n
ÿ

j“1

aijxj.

Then we get fpxq “ fBpyq, which is the row vector pzkq1ďkďp with

zk “ bk1y1 ` ¨ ¨ ¨ ` bkmym “
m
ÿ

i“1

bkiyi.

Inserting the value of yi in this expression, this is

zk “
m
ÿ

i“1

bki

n
ÿ

j“1

aijxj “
n
ÿ

j“1

ckjxj

where

ckj “ bk1a1j ` ¨ ¨ ¨ ` bkmamj “
m
ÿ

i“1

bkiaij.

�

Exercise 2.2.2. Take A “

ˆ

a b
c d

˙

and B “

ˆ

x y
z t

˙

and check the computation

completely.

Definition 2.2.3 (Matrix product). For A and B as above, the matrix C is called
the matrix product of B and A, and is denoted C “ BA.

Example 2.2.4. (1) For A P Mm,npKq and x P Kn, if we view x as a column vector
with n rows, we can compute the product Ax corresponding to the composition

K
fx
ÝÑ Kn fA

ÝÑ Km.
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Using the formula defining fx and fA and the matrix product, we see that

Ax “

¨

˝

a11x1 ` ¨ ¨ ¨ ` a1nxn
¨ ¨ ¨

am1x1 ` ¨ ¨ ¨ ` amnxn

˛

‚“ fApxq.

This means that fA can also be interpreted as the map that maps a vector x to the matrix
product Ax.

(2) Consider B P Mk,mpKq, A P Mm,npKq. Let C “ BA, and write A “ paijq,
B “ pbkjq, C “ pckiq. Consider an integer j, 1 ď j ď n and let Aj be the j-th column of
A:

Aj “

¨

˝

a1j
...
anj

˛

‚.

We can then compute the matrix product BAj, which is an element of Mk,1pKq “ Kk:

BAj “

¨

˝

b11a1j ` b12a2j ` ¨ ¨ ¨ ` b1nanj
...

bp1a1j ` bp2a2j ` ¨ ¨ ¨ ` bpnanj

˛

‚.

Comparing with the definition of C, we see that

BAj “

¨

˝

c1j
...
cpj

˛

‚

is the j-th column of C. So the columns of the matrix product are obtained by products
of matrices with column vectors.

Proposition 2.2.5 (Properties of the matrix product). (1) Given positive integers
m, n and matrices A and B in Mm,npKq, we have fA “ fB if and only if A “ B. In
particular, if a map f : Kn Ñ Km is of the form f “ fA for some matrix A PMm,npKq,
then this matrix is unique.

(2) Given positive integers m, n, p and q, and matrices

A “ paijq1ďiďm
1ďjďn

, B “ pbkiq1ďkďp
1ďiďm

, C “ pclkq1ďlďq
1ďkďp

,

defining maps

Kn fA
ÝÑ Km fB

ÝÑ Kp fC
ÝÑ Kq,

we have the equality of matrix products

CpBAq “ pCBqA.

In particular, for any n ě 1, the product of matrices is an operation on Mn,npKq (the
product of matrices A and B which have both n rows and n columns is a matrix of the
same size), and it is associative: ApBCq “ pABqC for all matrices A, B, C in Mn,npKq.

Proof. (1) For 1 ď i ď n, consider the particular vector ei with all coefficients 0,
except that the i-th coefficient is 1:

e1 “

¨

˚

˚

˝

1
0
...
0

˛

‹

‹

‚

, e2 “

¨

˚

˚

˝

0
1
0
...

˛

‹

‹

‚

, ¨ ¨ ¨ , en “

¨

˚

˚

˝

0
...
0
1

˛

‹

‹

‚

.
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Computing the matrix product fApeiq “ Aei, we find that

(2.1) fApeiq “

¨

˝

a1i
...
ami

˛

‚,

which is the i-th column of the matrix A. Therefore, if fA “ fB, the i-column of A and
B are the same (since fApeiq “ fBpeiq), which means that A and B are the same (since
this is true for all columns).

(3) Since composition of maps is associative, we get

pfC ˝ fBq ˝ fA “ fC ˝ pfB ˝ fAq,

or fCB ˝ fA “ fC ˝ fBA, or even fpCBqA “ fCpBAq, which by (1) means that pCBqA “

CpBAq. �

Exercise 2.2.6. Check directly using the formula for the matrix product that CpBAq “
pCBqA.

Now we define two additional operations on matrices and vector: (1) addition; (2)
multiplication by an element t P K.

Definition 2.2.7 (Operations and special matrices). (1) For m, n natural numbers
and A “ paijq1ďiďm

1ďjďn
, B “ pbijq1ďiďm

1ďjďn
matrices in Mm,npKq, the sum A`B is the matrix

A`B “ paij ` bijq1ďiďm
1ďjďn

PMm,npKq.

(2) For t P K, for m, n natural numbers and A “ paijq1ďiďm
1ďjďn

a matrix in Mm,npKq,

the product tA is the matrix

tA “ ptaijq1ďiďm
1ďjďn

PMm,npKq.

(3) For m, n natural numbers, the zero matrix 0mn is the matrix in Mm,npKq with
all coefficients 0.

(4) For n a natural number, the unit matrix 1n P Mn,npKq is the matrix with
coefficients aij “ 0 if i ­“ j and aii “ 1 for 1 ď i ď n.

Example 2.2.8. For instance:

12 “

ˆ

1 0
0 1

˙

, 13 “

¨

˝

1 0 0
0 1 0
0 0 1

˛

‚.

One computes that for any n ě 1, we have

f1npxq “ x

for all x P Kn. This means that f1n is the identity map IdKn .
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Proposition 2.2.9. For m, n natural numbers, the following rules apply:

0m,n ` A “ A` 0m,n “ A, pA PMm,npKqq

1mA “ A, A1n “ A, pA PMm,npKqq

0p,mA “ 0p,n, A0n,p “ 0m,p, pA PMm,npKqq

A1 ` A2 “ A2 ` A1, pA1 ` A2q ` A3 “ A1 ` pA2 ` A3q, pAi PMm,npKqq

0 ¨ A “ 0m,n, pA PMm,npKqq

pt1t2qA “ t1pt2Aq, pA PMm,npKq, t P Kq

A1ptA2q “ tpA1A2q “ ptA1qA2, pA1 PMm,npKq, A2 PMp,npKq, t P Kq

tpA1 ` A2q “ tA1 ` tA2, pAi PMm,npKq, t P Kq

pt1 ` t2qA “ t1A` t2A, pA PMm,npKq, ti P Kq

pB1 `B2qA “ B1A`B2A, pBi PMp,mpKq, A PMm,npKqq,

BpA1 ` A2q “ BA1 `BA2, pB PMp,mpKq, Ai PMm,npKqq.

Proof. We check only the last property, which is the most complicated in notation.
We write B “ pbkiq1ďkďp

1ďiďm
and

A1 “ paijq1ďiďm
1ďjďn

, A2 “ pa
1
ijq1ďiďm

1ďjďn
.

The matrix A1 ` A2 has coefficients cij “ aij ` a1ij. The matrix BpA1 ` A2q has pk, jq-
coefficient equal to

bk1c1j ` ¨ ¨ ¨ ` bkmcmj “ bk1pa1j ` a
1
1jq ` ¨ ¨ ¨ ` bkmpamj ` a

1
mjq

“ pbk1a1j ` ¨ ¨ ¨ ` bkmamjq ` pbk1a
1
1j ` ¨ ¨ ¨ ` bkma

1
mjq

which is the same as the sum of the pk, jq-coefficient of BA1 and that of BA2. This means
that BpA1 ` A2q “ BA1 `BA2. �

For n a natural number, k ě 0 integer and A P Mn,npKq, we write A0 “ 1n and
Ak “ A ¨ A ¨ ¨ ¨A (with k factors) for k ě 1. We then have Ak`l “ AkAl for all k, l ě 0.

We also write ´A “ p´1q ¨ A and A1 ´ A2 “ A1 ` p´A2q, so that for instance
A´ A “ p1´ 1qA “ 0 ¨ A “ 0mn.

Example 2.2.10. Warning! The rules of multiplication of numbers are not always
true for matrices!

(1) It can be that a non-zero matrix A PMm,npKq does not have an “inverse” B such
that AB “ BA “ 1. For instance, the matrix

A “

ˆ

0 1
0 0

˙

is such that A2 “ 02,2. If there was a matrix with BA “ 12, then we would get 02,2 “

B02,2 “ BA2 “ pBAqA “ 12A “ A, which is not the case.
(2) It may be that AB ­“ BA.

2.3. Vector spaces and linear maps

Let K be a field.
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Definition 2.3.1 (Vector space). A K-vector space, or vector space over K, is
a set V with a special element 0V (the zero vector in V ) and with two operations

`V

#

V ˆ V Ñ V

pv1, v2q ÞÑ v1 `V v2

(“addition of vectors”) and

¨V

#

Kˆ V Ñ V

pt, vq ÞÑ t ¨V v,

(“multiplication by elements of K”) such that the following rules are valid:

0V ` v “ v ` 0V “ v pv P V q(2.2)

0 ¨V v “ 0V , 1 ¨V v “ v pv P V q(2.3)

v1 `V v2 “ v2 `V v1 pvi P V q(2.4)

v1 `V pv2 `V v3q “ pv1 `V v2q `V v3 pvi P V q(2.5)

pt1t2q ¨V v “ t1 ¨V pt2 ¨V vq pti P K, v P V q(2.6)

t ¨V pv1 `V v2q “ t ¨V v1 `V t ¨V v2 pt P K, vi P V q(2.7)

pt1 ` t2q ¨V v “ t1 ¨V v `V t2 ¨V v pti P K, v P V q.(2.8)

We write ´v “ p´1q ¨V v and v1 ´ v2 “ v1 `V p´v2q. In particular we get v ´ v “
p1 ` p´1qq ¨V v “ 0 ¨V v “ 0 using (2.8) and (2.3). For any integer n P Z and v P V , we
write

nv “ v `V v `V ¨ ¨ ¨ `V v (with n summands), if n ě 0, nv “ p´nqp´vq if n ă 0.

We then have pn `mqv “ nv `V mv for all n and m in Z, and nv “ n ¨V v, where n is
viewed as an element of K.

Exercise 2.3.2. Check these last assertions.

Lemma 2.3.3. In a K-vector space, for t P K and v P V , we have t ¨V v “ 0 if and
only if either t “ 0 or v “ 0V .

Proof. If t ­“ 0, we can multiply the formula t ¨V v “ 0 by t´1 P K, and we get

t´1
¨V pt ¨V vq “ t´1

¨ 0V “ 0V

(by (2.3)). On the other hand, by (2.5) followed by the second part of (2.3), this is
pt´1tq ¨V v “ 1 ¨V v “ v. This means that if t ­“ 0, the vector v is 0V . �

Definition 2.3.4 (Linear map). Let V and W be vector spaces over K. A map

f : V Ñ W

is called a linear map (or a K-linear map) if for all t1 and t2 P K and all v1, v2 P V , we
have

fpt1 ¨V v1 `V t2 ¨V v2q “ t1 ¨W fpv1q `W t2 ¨W fpv2q.

Once we abbreviate the notation to remove the subscripts in the operations, this
becomes simply

fpt1v1 ` t2v2q “ t1fpv1q ` t2fpv2q.

We also get then fpv1´v2q “ fp1 ¨v1`p´1q ¨v2q “ 1 ¨fpv1q`p´1q ¨fpv2q “ fpv1q´fpv2q.
Furthermore, by induction, we get

fpt1v1 ` ¨ ¨ ¨ ` tnvnq “ t1fpv1q ` ¨ ¨ ¨ ` tnfpvnq

7



for any n ě 1 and elements ti P K, vi P V .

Lemma 2.3.5. If f : V Ñ W is linear, then fp0V q “ 0W .

Proof. Fix any vector v P V . Then

fp0V q “ fpv ´ vq “ fp1 ¨ v ` p´1q ¨ vq

“ 1 ¨ fpvq ` p´1q ¨ fpvq “ p1` p´1qqfpvq “ 0 ¨ fpvq “ 0W .

�

Example 2.3.6. (1) A vector space is never empty since it contains the zero vector.
If V “ txu is a set with one element, defining

0V “ x, a`V b “ x, t ¨V a “ x

for all a and b P V and t P K, we see that the conditions of the definition holds (because
they all state that two elements of V should be equal, and V has only one element, which
means that any equality between elements of V holds). This vector space is called the
zero space, and usually we will write V “ t0u for this space.

(2) Let m, n ě 1 be integers. The set V “ Mm,npKq of matrices with m rows and
n columns is a vector space with the zero matrix 0m,n as zero vector, and the addition
of matrices and multiplication by elements of K defined in Section 2.2 as operations.
Indeed, Proposition 2.2.9 gives all desired conditions.

In particular (taking n “ 1) the space Km of column vectors with m rows is a vector
space with addition of vectors and multiplication by elements of K. If m “ n “ 1, we see
that K itself is a K-vector space. The operations on K are then the same as the usual
operations (addition of elements of K and multiplication of elements of K).

Fix a matrix A PMm,npKq. The map

fA : Kn
ÝÑ Km

is then linear : indeed, we have seen that fApxq “ Ax, and therefore

fApt1x1 ` t2x2q “ Apt1x1 ` t2x2q “ t1Ax1 ` t2Ax2 “ t1fApx1q ` t2fApx2q

for all ti P K and xi P Kn.
(3) Let X be an arbitrary set and let V be a fixed K-vector space (for instance,

V “ K). Define

W “ tf : X ÝÑ V u,

the set of all possible maps from X to V , with no conditions or restrictions on the values
of f .

Define in W the zero vector 0W as the function f such that fpxq “ 0 for all x P X.
Define the sum f1 ` f2 of two functions fi P W by

pf1 ` f2qpxq “ f1pxq `V f2pxq for all x P X,

and the product tf of a number t P K and a function f P W by

ptfqpxq “ t ¨V fpxq

for all x P X.

Proposition 2.3.7. The set W with 0W , this addition and this multiplication by
elements of K, is a K-vector space.
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Proof. All the verifications of the conditions in the definition proceed in the same
way, so we only check for instance that associativity f1 ` pf2 ` f3q “ pf1 ` f2q ` f3 of
addition.

Let g1 “ f1 ` pf2 ` f3q and g2 “ pf1 ` f2q ` f3. Two maps from X to V are equal if
and only if they take the same value for all x P X. For x P X, the definition of addition
shows that

g1pxq “ f1pxq `V pf2 ` f3qpxq “ f1pxq `V pf2pxq `V f3pxqq.

Applying condition (2.5) for the vector space V and the vectors fipxq, and then the
definitions again, we get

g1pxq “ pf1pxq `V f2pxqq `V f3pxq “ pf1 ` f2qpxq `V f3pxq “ g2pxq.

Since this is true for all x P X, this means that g1 “ g2. Since f1, f2, f3 were arbitrary
in W , this then means that (2.5) is true for W . �

For instance, if X “ N and V “ K, the vector space W becomes the space of
sequences of elements of K: an element of W is a function N Ñ K, and corresponds to
the sequence pfp1q, . . . , fpnq, . . .q.

Consider now a subset Y Ă X, and let WY “ tf : Y ÝÑ V u be the vector space
of functions from Y to V (with the operations as above, but applied to functions on Y
instead of X). Consider the maps

T : WY ÝÑ W, S : W ÝÑ WY

defined as follows: (1) for f P WY , we define T pfq “ g, where g is the function on X such
that

gpxq “

#

fpxq if x P Y

0 otherwise,

(“extension of f by zero to Y ”); (2) for f P W , we define Spfq “ g by gpyq “ fpyq for
all y P Y (“restriction of f to Y ”). Then T and S are both linear maps (this is left as
exercise to check).

Proposition 2.3.8. (1) Let V be a K-vector space. The identity map IdV is linear.
(2) Let V1, V2 and V3 be K-vector spaces and let

V1
f
ÝÑ V2

g
ÝÑ V3

be linear maps. The composition g ˝ f is then a linear map.
(3) Let f : V1 ÝÑ V2 be a bijective linear map. Then the reciprocal bijection f´1 is

linear.

Proof. (1) is easy and left as exercise.
(2) We just use the definition: for t1, t2 P K and x1, x2 P V1, we have

pg ˝ fqpt1x1 ` t2x2q “ gpfpt1x1 ` t2x2qq “ gpt1fpx1q ` t2fpx2qq

“ t1gpfpx1qq ` t2gpfpx2qq “ t1pg ˝ fqpx1q ` t2pg ˝ fqpx2q.

(3) Let t1, t2 P K and y1, y2 P V2 be given. Let

x “ f´1
pt1y1 ` t2y2q.

This element x is, by definition, the unique element in V1 such that fpxq “ t1y1 ` t2y2.
Now define

x1 “ t1f
´1
py1q ` t2f

´1
py2q P V1.

9



Since f is linear, we have

fpx1q “ t1fpf
´1
py1qq ` t2fpf

´1
py2qq “ t1y1 ` t2y2

(since fpf´1pyqq “ y for all y P V2). Using the uniqueness property of x, this means that
x1 “ x, which states that

f´1
pt1y1 ` t2y2q “ t1f

´1
py1q ` t2f

´1
py2q.

This shows that f´1 is linear. �

Definition 2.3.9 (Isomorphism). A bijective linear map from V1 to V2 is called an
isomorphism from V1 to V2. If there exists an isomorphism between vector spaces V1

and V2, they are said to be isomorphic.

Example 2.3.10. We consider the special case of linear maps from Kn to Km of the
form f “ fA for some matrix A.

Proposition 2.3.11. Consider the linear map fA : Kn Ñ Km associated to a matrix
A PMm,npKq. Then fA is bijective if and only if there exists a matrix B PMn,mpKq such
that BA “ 1n and AB “ 1m. If this is the case, the matrix B is unique. We say that A
is invertible and we denote by A´1 the matrix B, called the inverse of A.

We will also write A´n “ pA´1qn for n ě 0.

Lemma 2.3.12. Any linear map g : Km ÝÑ Kn is of the form g “ fB for some
matrix B PMn,mpKq.

Proof. Define the elements ei P Km for 1 ď i ď m as in the proof of Proposi-
tion 2.2.5: all coefficients of ei are zero, except that the i-th coefficient is 1. Define the
vectors fi “ gpeiq P Kn, and consider the matrix B obtained by putting together the
vectors pf1, . . . , fmq in order: if

fi “

¨

˝

b1i
...
bni

˛

‚

then

B “

¨

˝

b11 ¨ ¨ ¨ b1m

¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

bn1 ¨ ¨ ¨ bnm

˛

‚

The matrix B has m columns and n rows.
Computing fBpeiq “ Bei, we see that fBpeiq “ fi “ gpeiq for 1 ď i ď m (this is

similar to the proof of Proposition 2.2.5 (1)). Now note that if x “ pxiq1ďiďm P Km is
any vector, then we can write

x “ x1e1 ` ¨ ¨ ¨ ` xmem,

and therefore

gpxq “ x1gpe1q ` ¨ ¨ ¨ ` xmgpemq

since g is linear, and this becomes

gpxq “ x1fBpe1q ` ¨ ¨ ¨ ` xmfBpemq “ fBpx1e1 ` ¨ ¨ ¨ ` xmemq “ fBpxq

using the linearity of fB. Since x is arbitrary, we conclude that g “ fB. �
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Proof of Proposition 2.3.11. (1) First assume that fA is bijective. Since it is
linear, the inverse map is linear, so that (by the lemma) there exists a matrixB PMn,mpKq
such that f´1

A “ fB.
We then have

fAB “ fA ˝ fB “ fA ˝ f
´1
A “ IdKm “ f1m ,

which implies by Proposition 2.2.5 that AB “ 1m, and similarly

fBA “ fB ˝ fA “ f´1
A ˝ fA “ IdKn “ f1n ,

which implies by Proposition 2.2.5 that BA “ 1n.
(2) Conversely, assume that a matrix B with the stated properties exists. Then

Proposition 2.2.5 (2) shows that

fB ˝ fA “ fBA “ f1n “ IdKn

and
fA ˝ fB “ fAB “ f1m “ IdKm

This implies that fA is bijective and that the inverse map is fB.
(3) Finally, we check the uniqueness of B: if B1A “ BA “ 1n and AB1 “ AB “ 1m,

then we get
B1 “ B11m “ B1AB “ pB1AqB “ 1nB “ B.

�

For n “ m “ 2, a direct computation shows that a matrix

A “

ˆ

a b
c d

˙

is invertible if and only if ad´ bc ­“ 0, and in that case that the inverse is

A´1
“

1

ad´ bc

ˆ

d ´b
´c a

˙

.

2.4. Subspaces

Definition 2.4.1 (Subspace). Let V be a K-vector space. A subset W Ă V is called
a vector subspace (or just subspace) of V if 0V P W and if for all s1, s2 P K and v1,
v2 P W , we have

s1v1 ` s2v2 P W.

If this is the case, then W with the zero vector 0V and the restriction to W of the
operations of V , is a K-vector space.

In particular, we get that ´v P W for all v P W (take v1 “ v, s1 “ ´1 and s2 “ 0)
and tv P W for all t P K (take v1 “ v, s1 “ t and s2 “ 0).

By induction, if W is a subspace of V , then W contains any sum of the type

t1v1 ` ¨ ¨ ¨ ` tnvn,

where ti P K and vi P W . (For instance, if n “ 3, then t1v1 ` t2v2 ` t3v3 “ t1v1 ` 1 ¨
pt2v2 ` t3v3q, and since t2v2 ` t3v3 P W , and v1 P W , we see that t1v1 ` t2v2 ` t3v3 P W ).

The last statement concerning W can be checked easily: it is simply because all
identities required of the addition and multiplication already hold in V (which is a vec-
tor space), and therefore still hold when applied to elements of W . For instance, we
check (2.8): if t1 and t2 are in K and v P W , then

pt1 ` t2q ¨W v “ pt1 ` t2q ¨V v “ t1 ¨V v `V t2 ¨V v “ t1 ¨W v `W t2 ¨W v,

11



using twice the fact that the addition and multiplication for W are the same as for V .

Example 2.4.2. (1) For any vector space V , the subspace t0V u is a subspace.
(2) Let V1 and V2 be vector spaces. Consider the vector space W of all possible maps

f : V1 ÝÑ V2 (see Example 2.3.6 (3) with V1 in place of X and V2 in place of V ).
Consider the subset

HomKpV1, V2q “ tf P W | f is K-linearu Ă W.

Then HomKpV1, V2q is a subspace of W . To check this, we first note that the zero
map is clearly linear. We must therefore check that if f1 and f2 are linear maps from V1

to V2, and if s1, s2 P K, then the map f “ s1f1 ` s2f2 (defined using the addition and
multiplication of W ) is also a linear map. But for any v P V1, we have

fpvq “ s1f1pvq ` s2f2pvq

by definition of the operations on W . In particular, for t1 and t2 in K and v1, v2 P V1,
we have

fpt1v1 ` t2v2q “ s1f1pt1v1 ` t2v2q ` s2f2pt1v1 ` t2v2q

“ s1

`

t1f1pv1q ` t2f1pv2q
˘

` s2

`

t1f2pv1q ` t2f2pv2q
˘

“ t1ps1f1pv1q ` s2f2pv1qq ` t2ps1f1pv2q ` s2f2pv2qq

since f1 and f2 are linear. We recognize that this is t1fpv1q` t2fpv2q (again by definition
of the operations on W ), and this proves that f is linear.

The space HomKpV1, V2q is called the space of linear maps from V1 to V2. If V1 “ V2,
an element of HomKpV1, V1q is called an endomorphism of V1. One writes then also
HomKpV1, V2q “ EndKpV1q.

(3) We now will determine all subspaces of the R-vector space R2. Let W Ă R2 be
a subspace.

Case 1. If W “ tp0, 0qu, then it is a subspace.

Case 2. If W contains one non-zero element at least, for instance

ˆ

a
b

˙

P W with a

and b not both zero, then the definition of vector subspaces shows that, for all t P R, the

element

ˆ

ta
tb

˙

belongs to W .

The set W1 of all elements of this form is a line in the plane through the origin. It is
a subspace in R2 (exercise), and is contained in W from what we just saw. If W “ W1,
then W is therefore a line through the origin.

Case 3. If W ­“ W1, there is some element

ˆ

c
d

˙

P W that does not belong to W1.

In that case, we claim that W “ R2. This means that we have to check that for any
ˆ

x
y

˙

P R2, there exist two real numbers t1 and t2 with the property that

(2.9) t1

ˆ

a
b

˙

` t2

ˆ

c
d

˙

“

ˆ

x
y

˙

These conditions mean that fAp

ˆ

t1
t2

˙

q “ A

ˆ

t1
t2

˙

“

ˆ

x
y

˙

, where A is the matrix

A “

ˆ

a c
b d

˙

.
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We will check in a few seconds that ad ´ bc ­“ 0. Then, as shown at the end of Exam-
ple 2.3.10, the matrix A is invertible with inverse

A´1
“

1

ad´ bc

ˆ

d ´c
´b a

˙

.

Then

ˆ

t1
t2

˙

“ A´1

ˆ

x
y

˙

satisfies A

ˆ

t1
t2

˙

“ AA´1

ˆ

x
y

˙

“

ˆ

x
y

˙

, which is (2.9).

To show that ad´ bc ­“ 0, suppose that this is not the case. Then we get

d

ˆ

a
b

˙

“

ˆ

ad
bd

˙

“

ˆ

bc
bd

˙

“ b

ˆ

c
d

˙

.

If b ­“ 0, this means that

ˆ

c
d

˙

“ pd{bq

ˆ

a
b

˙

P W1, which contradicts the assumption that
ˆ

c
d

˙

R W1.

If b “ 0, then the condition ad “ bc means that a “ 0 or d “ 0. The first is not

possible when b “ 0, because we also assumed that

ˆ

a
b

˙

­“

ˆ

0
0

˙

. So we would get d “ 0.

But then
ˆ

c
d

˙

“

ˆ

c
0

˙

“
c

a

ˆ

a
0

˙

“
c

a

ˆ

a
b

˙

.

This also implies that

ˆ

c
d

˙

P W1, and therefore is also a contradiction. This means that

we must have ad´ bc ­“ 0.

Further important examples of subspaces are related to linear maps:

Definition 2.4.3 (Kernel and image). Let f : V1 ÝÑ V2 be a linear map.
The kernel of f is the subset Kerpfq “ f´1pt0V2uq of V1; the image of f is the subset

Impfq “ fpV1q of V2.

Proposition 2.4.4. Let f : V1 ÝÑ V2 be a linear map.
(1) The subset Kerpfq is a subspace of V1, and the subset Impfq is a subspace of V2.
(2) The linear map f is injective if and only if Kerpfq “ t0V1u.
(3) The linear map f is surjective if and only if Impfq “ V2.
(4) If w P Impfq, then the set of solutions of the equation fpvq “ w is

tv “ v0 ` v
1
u

where v0 is any fixed element such that fpv0q “ w, and v1 belongs to the kernel of f .

Proof. (1) We begin with the kernel. If t1, t2 are in K and v1, v2 in Kerpfq, then

fpt1v1 ` t2v2q “ t1fpv1q ` t2fpv2q “ t1 ¨ 0V ` t2 ¨ 0V “ 0V

so that t1v1 ` t2v2 P Kerpfq.
For the image, again for t1 and t2 P K and w1, w2 P Impfq, there exist v1 and v2 such

that fpviq “ wi. Then, since f is linear, we get

fpt1v1 ` t2v2q “ t1w1 ` t2w2

which implies that t1w1 ` t2w2 P Impfq.
(2) If f is injective, then there is at most one element x P V1 such that fpxq “ 0V2 .

Since fp0V1q “ 0V2 , this means that x “ 0V1 is the unique element with this property,
which means that Kerpfq “ t0V1u.
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Conversely, assume that the kernel of f is t0V1u. To show that f is injective, we
consider elements v1 and v2 such that fpv1q “ fpv2q. We then deduce (because f is
linear) that fpv1 ´ v2q “ 0. So v1 ´ v2 P Kerpfq, hence v1 ´ v2 “ 0V1 since the kernel
contains only 0V1 . This means that v1 “ v2. Therefore f is injective.

(3) It is a general fact that a map f : X Ñ Y is surjective if and only if the image
fpXq is equal to Y . Therefore the property here is not particular to linear maps.

(4) Suppose w P Impfq, and fix v0 P V1 such that fpv0q “ w. Then for any v P V1,
write v1 “ v ´ v0. We have fpvq “ w if and only if fpvq “ fpv0q, which is equivalent to
fpv1q “ fpv ´ v0q “ 0, or in other words to v1 P Kerpfq. So the solutions of fpvq “ w are
the elements v “ v0 ` v

1 with v1 P Kerpfq. �

Another construction of subspaces is given by intersection of subspaces:

Proposition 2.4.5. Let V be a K-vector space. For any set I and any collection Vi
of subspaces of V for i P I, the intersection

č

iPI

Vi “ tv P V | v P Vi for all i P Iu Ă V

is a subspace of V . In particular, if V1 and V2 are subspaces of V , then V1 X V2 is also a
subspace of V .

Proof. Let W be the intersection of the subspaces Vi. Let v1, v2 be elements of W
and t1, t2 elements of K. Then, for any i P I, the vector t1v1 ` t2v2 belongs to Vi, since
Vi is a subspace of V . This is true for all i P I, and therefore t1v1 ` t2v2 P W . �

Remark 2.4.6. In general, if V1 and V2 are subspaces, the union V1 Y V2 is not a
subspace.

Example 2.4.7. Let V be the space of all sequences panqně1 of real numbers. Define
for k ě 1 the subspace

Fk “ tpanqně1 | ak`2 ´ ak`1 ´ ak “ 0u.

This is a subspace, for instance because for each k, the map fk : V Ñ R such that
fkppanqq “ ak`2 ´ ak`1 ´ ak is linear (exercise), and Fk “ Kerpfkq. Then

č

kě1

Fk “ tpanqně1 P V | an`2 “ an`1 ` an for all n ě 1u.

Generalizing the kernel and image, we have the following constructions:

Proposition 2.4.8. Let V1 and V2 be K-vector spaces and f : V1 Ñ V2 a linear map.
(1) If W2 Ă V2 is a subspace, then

f´1
pW2q “ tv P V1 | fpvq P W u

is a subspace of V1.
(2) If W1 Ă V1 is a subspace, then

fpW1q “ tv P V2 | there exists w P W such that fpwq “ vu

is a subspace of V2.

Proof. This is exactly similar to the proof of Proposition 2.4.4 (1); for instance, if
W2 Ă V2, and v1, v2 are elements of f´1pW2q, while s and t are elements of K, then we
get

fptv1 ` sv2q “ tfpv1q ` sfpv2q P W2

since fpviq P W2 and W2 is a subspace. �
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2.5. Generating sets

Definition 2.5.1 (Linear combination). Let V be a K-vector space and S Ă V a
subset (not necessarily a vector subspace). A linear combination of elements of S is a
vector v P V of the form

v “ t1v1 ` ¨ ¨ ¨ ` tkvk
for some k ě 0, where ti P K and vi P S for all i.

Example 2.5.2. (1) If S “ H, then 0V is the only linear combination of elements of
S (because an empty sum

ÿ

vPH

av

is the zero vector).
(2) If S “ tv1u has only one element, then the linear combinations of elements of S

are the vectors tv1 where t P K.
(3) More generally, if S is finite, with S “ tv1, . . . , vnu where the vi’s are different,

then a linear combination of S is a vector of the form

t1v1 ` ¨ ¨ ¨ ` tnvn

where all ti P K. The point is that if we take a combination of fewer vectors than all
of v1, . . . , vn, we can insert the missing vectors by adding them with coefficient 0; for
instance, if n ě 6 and

v “ xv3 ` yv5

we can write

v “ 0 ¨ v1 ` 0 ¨ v2 ` xv3 ` 0 ¨ v4 ` yv5 ` 0 ¨ v6 ` ¨ ¨ ¨ ` 0 ¨ vn.

Definition 2.5.3 (Subspace generated by a set). Let V be a K-vector space and
S Ă V a subset. The subspace generated by S is the subset of V whose elements are
the linear combinations of elements of S. It is a vector subspace of V , and is denoted
xSy.

Proof that xSy is a subspace. Consider two linear combinations

v “ t1v1 ` ¨ ¨ ¨ ` tkvk, w “ s1w1 ` ¨ ¨ ¨ ` slwl

of elements of S (the vectors vi and wj are not necessarily the same). Then for any x
and y P K, we have

xv ` yw “ pxt1qv1 ` ¨ ¨ ¨ ` pxtkqvk ` pys1qw1 ` ¨ ¨ ¨ ` pyslqwl,

which is also a linear combination of elements of S. �

Remark 2.5.4. It may be that some of the vectors vi and wj are the same. Then the
coefficients add up: for instance,

xpt1v1 ` t2v2q ` yps1v1 ` s2v2q “ pxt1 ` ys1qv1 ` pxt2 ` ys2qv2.

Example 2.5.5. (1) Let W “ tf : R Ñ Ru be the R-vector space of all possible
maps from R to R (Example 2.3.6 (3), with K “ R, X “ R and V “ R). For i integer
ě 0, let fi be the element of W defined by

fipxq “ xi

for all x P R. Let S “ tfi | i ě 0u be the set of all these functions.
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A linear combination of elements of S is a function of the form

(2.10) f “ t1fi1 ` ¨ ¨ ¨ ` tkfik

where ti P R and ti1, . . . , iku is some subset of integers ě 0. If we define d to be the
largest of the numbers ti1, . . . , iku, and define coefficients ai for 0 ď i ď d so that ai is the
coefficient of fi in the linear combination (2.10) if i P ti1, . . . , iku, and otherwise ai “ 0,
then we can write

fpxq “ a0 ` a1x` ¨ ¨ ¨ ` adx
d

for all x P R. So the linear combinations of elements of S are precisely the functions of
the type

f “ a0 ` a1f1 ` ¨ ¨ ¨ ` adfd

for some integer d ě 0 and some coefficients ai.
The space xSy is called the space of polynomials (or polynomial functions) on R. It

is often denoted Rrxs.
(2) Let S “ W , a vector subspace of V . Then xW y “ W , since the definition of a

subspace implies that any linear combination of elements of W belongs to W .

Definition 2.5.6 (Generating set; finite-dimensional space). Let V be a K-vector
space

(1) Let S Ă V be a subset. We say that S is a generating set of V if xSy “ V , that
is, if every element of V can be written as a linear combination of elements of S.

(2) If V has a finite generating set, then we say that V is finite-dimensional.

Lemma 2.5.7. Let S1 Ă S2 be two subsets of V . Then we have xS1y Ă xS2y. In
particular, if S1 is a generating set of V , then any subset that contains S1 is also a
generating set.

Proof. By definition, any linear combination of elements of S1 is also a linear com-
bination of elements of S2, so that xS1y Ă xS2y. �

Example 2.5.8. (1) The empty set is a generating set of the zero-space t0u.
(2) Let n ě 1 and consider V “ Kn. For 1 ď i ď n, let ei be the column vector

with all coefficients equal to 0 except that the i-th row has coefficient 1 (see the proof of
Proposition 2.2.5). Let S “ te1, . . . , enu Ă V . Then for any x “ pxiq in V , we have

x “

¨

˝

x1

¨ ¨ ¨

xn

˛

‚“ x1e1 ` ¨ ¨ ¨ ` xnen,

which shows that x P xSy. Therefore S is a generating set of Kn. In particular, Kn is
finite-dimensional.

(3) Consider V “Mm,npKq. For 1 ď i ď m and 1 ď j ď n, let Ei,j P V be the matrix
with all coefficients 0 except the pi, jq-th coefficient that is equal to 1. For instance, for
m “ n “ 2, we have

E1,1 “

ˆ

1 0
0 0

˙

, E1,2 “

ˆ

0 1
0 0

˙

, E2,1 “

ˆ

0 0
1 0

˙

, E2,2 “

ˆ

0 0
0 1

˙

.

Then the finite set S “ tEi,j | 1 ď i ď m, 1 ď j ď nu is a generating set of Mm,npKq, so
that in particular Mm,npKq is finite-dimensional. Indeed, for any matrix A “ pai,jq, we
can write

A “
ÿ

1ďiďm

ÿ

1ďjďn

ai,jEi,j,
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which shows that A P xSy.
(4) Consider the subset

P “
!

ˆ

a b
c d

˙

PM2,2pCq | a` d “ 0
)

;

this is in fact a subspace of M2,2pCq, because the map
$

’

&

’

%

M2,2pCq ÝÑ C
˜

a b

c d

¸

ÞÑ a` d

is a linear map, and P is its kernel.
We define the Pauli matrices :

A1 “

ˆ

1 0
0 ´1

˙

, A2 “

ˆ

0 1
1 0

˙

, A3 “

ˆ

0 ´i
i 0

˙

,

and S “ tA1, A2, A3u, which is a subset of P . Then S generates P : indeed, an element
of P is a matrix

ˆ

a b
c ´a

˙

for some complex numbers a, b, c. Then we check that
ˆ

a b
c ´a

˙

“ aA1 `
b` c

2
A2 `

c´ b

2i
A3,

which shows that the matrix belongs to xSy.
(5) Let V “ Rrxs be the space of real polynomials of Example 2.5.2 (4), and S “ tfiu

the set defined there such that xSy “ V . So S generates V by definition. The set S is
infinite, and in fact V is not finite-dimensional.

To prove this, consider an arbitrary finite set T Ă V (not necessarily a subset of
S!); we must show that we cannot have xT y “ V . But indeed, if we look at all the
functions fi that appear in an expression of some element f of T , there is a largest value
of i, say d, that appears (it is the maximum of a finite set of integers; for instance, for
T “ t1`x`x3,´x10`πx100, 1

3
x107u, this would be d “ 107). Then any linear combination

of elements of T will only involve functions fi with 0 ď i ď d, and therefore is not equal
to V (for instance, the function fd`1 is not in xT y).

Lemma 2.5.9. Let V1 and V2 be K-vector spaces. Let f : V1 ÝÑ V2 be a linear map.
If f is surjective, and S is a generating set of V1, then fpSq is a generating set of V2. In
particular, if f is bijective, then V1 is finite-dimensional if and only if V2 is.

Proof. Consider a vector v P V2. Since f is surjective, we can write v “ fpwq for
some vector w P V1. Since xSy “ V1, we can express w as a linear combination of elements
of S, of the form

w “ t1w1 ` ¨ ¨ ¨ ` tnwn

for some n ě 0 and some ti P K. Then, using the linearity of f , we get

v “ fpwq “ t1fpw1q ` ¨ ¨ ¨ ` tnfpwnq,

which is a linear combination of elements of fpSq. Hence xfpSqy “ V2.
If f is bijective, then applying this fact to f´1 (which is also linear and surjective),

we deduce that S generates V1 if and only if fpSq generates V2. In particular, V1 is

17



then finite-dimensional if and only if V2 is, since if S is finite, then so is fpSq, and
conversely. �

2.6. Linear independence and bases

Definition 2.6.1 (Linear independence). Let V be a K-vector space and S Ă V a
subset.

(1) If S is finite, with S “ tv1, . . . , vku, with k ě 0, where the vi are the distinct
elements of S, we say that S is linearly independent if and only if, for any coefficients
t1, . . . , tk in K, we have

t1v1 ` ¨ ¨ ¨ ` tkvk “ 0V
if and only if t1 “ ¨ ¨ ¨ “ tk “ 0.

(2) In general, we say that S is linearly independent if and only if every finite subset
T of S is linearly independent.

Remark 2.6.2. (1) It is always the case that if ti “ 0 for all i, we have

t1v1 ` ¨ ¨ ¨ ` tkvk “ 0V .

So the content of the definition is that, in a linearly-independent set, the only linear
combination that can be 0V is the “obvious” one.

(2) If S is linearly independent, this is usually used as follows: we have a finite subset
T “ tv1, . . . , vnu Ă S, with the vi distinct, and coefficients pt1, . . . , tnq and ps1, . . . , snq,
such that the corresponding linear combinations

v “ t1v1 ` ¨ ¨ ¨ ` tnvn, w “ s1v1 ` ¨ ¨ ¨ ` snvn,

are known to be equal: v “ w. Then it follows that ti “ si for all i: two equal linear
combinations must have the same coefficients. Indeed, by subtracting w from v “ w on
both sides, we get

pt1 ´ s1qv1 ` ¨ ¨ ¨ ` ptn ´ snqvn “ 0V ,

and therefore ti “ si by linear independence.

Lemma 2.6.3. (1) If S Ă V is linearly independent and T Ă S is a subset of S, then
T is linearly independent.

(2) Let f : V1 ÝÑ V2 be a linear map between vector spaces over K. If S Ă V1 is
linearly independent and if f is injective, then fpSq Ă V2 is also linearly independent.

Proof. (1) Any finite subset of T is a finite subset of S, and any linear combination
of such a subset which is zero is a linear combination of elements of S which is zero, and
therefore if S is linearly independent, the same holds for T .

(2) Let T Ă fpSq be a finite subset. If we write T “ tw1, . . . , wku where the vectors
wi P V2 are distinct, then since T Ă fpSq, there exist v1, . . . , vk in S Ă V1 such that
fpviq “ wi. Moreover, vi is unique, since f is injective.

Now assume that t1, . . . , tk in K are such that

t1w1 ` ¨ ¨ ¨ ` tkwk “ 0V2 .

This means that

fpt1v1 ` ¨ ¨ ¨ ` tkvkq “ 0V2 ,

since f is linear, or in other words that t1v1` ¨ ¨ ¨ ` tkvk belongs to the kernel of f . Since
f is injective, Proposition 2.4.4 shows that Kerpfq “ t0V1u, and therefore we have

t1v1 ` ¨ ¨ ¨ ` tkvk “ 0V1 .
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But since tv1, . . . , vku Ă S, this implies that t1 “ ¨ ¨ ¨ “ tk “ 0 since S is linearly
independent. �

Definition 2.6.4 (Basis). Let V be a K-vector space. A subset S Ă V which is a
generating set of V and which is also linearly independent is called a basis of V .

Example 2.6.5. (1) The emptyset is linearly independent in any vector space; if this
seems unclear from the definition, it can be taken as a convention (but it is indeed a con-
sequence of the definitions, when properly phrased). Combining this with Example 2.5.8
(1), we see that H is a basis of the zero space t0u.

(2) If S “ tvu has a single element, then S is linearly independent if and only if
v ­“ 0V . Indeed, if v “ 0V , then the linear combination 1 ¨ 0V “ 0V with non-zero
coefficient 1 shows that t0V u is not linearly independent. If v ­“ 0V , on the other hand,
the linear combinations to consider are of the form tv for t P K, and if tv “ 0V , then
t “ 0 follows by Lemma 2.3.3.

(3) In Kn, the set S containing the vectors ei defined for 1 ď i ď n in Example 2.5.8
(2) are linearly independent: indeed, for any t1, . . . , tn in K, we have

t1e1 ` ¨ ¨ ¨ ` tnen “

¨

˝

t1
...
tn

˛

‚

and this is equal to 0 (in Kn) if and only if t1 “ ¨ ¨ ¨ “ tn “ 0.
In combination with Example 2.5.8 (2), this means that te1, . . . , enu is a basis of Kn.

This basis is called the standard or canonical basis of Kn.
(4) Similarly, the matrices Ei,j in Mm,npKq in Example 2.5.8 (3) are linearly indepen-

dent: for any coefficients ti,j for 1 ď i ď m and 1 ď j ď n, we have

ÿ

1ďiďm

ÿ

1ďjďn

ti,jEi,j “

¨

˝

t11 ¨ ¨ ¨ t1n
¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

tm1 ¨ ¨ ¨ tmn

˛

‚,

which is the zero matrix 0m,n only if all coefficients are zero. In combination with Exam-
ple 2.5.8 (3), this shows that tEi,ju is a basis of Mm,npKq.

(5) We consider the space V “ Rrxs of polynomials of Example 2.5.2 (4). Let S “ tfiu
be the set of functions fipxq “ xi for i ě 0 integer considered in that example. By
definition, S is a generating set of V . We claim that it is also linearly independent, and
therefore is a basis of V .

Let T be a finite subset of S, and d the largest integer such that fd belongs to T .
Then T Ă tf0, . . . , fdu, and using Lemma 2.6.3, it suffices to prove that tf0, . . . , fdu is
linearly independent to deduce that T is also linearly independent. We will prove this by
induction on d.

For d “ 0, the set is tf0u, and since f0 ­“ 0V , this is a linearly independent set.
Assume now that d ě 1 and that tf0, . . . , fd´1u is linearly independent. We will prove

the same for tf0, . . . , fdu. Consider real numbers t0, . . . , td such that

(2.11) t0f0 ` ¨ ¨ ¨ ` tdfd “ 0V .

This means that for all real numbers x, we have

t0 ` t1x` ¨ ¨ ¨ ` tdx
d
“ 0.

The left-hand side is a function of x that is indefinitely differentiable, and so is the right-
hand side (which is constant). Differentiating d times on both sides, we get d!td “ 0,
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which implies that td “ 0. Then the relation (2.11) becomes

t0f0 ` ¨ ¨ ¨ ` td´1fd´1 “ 0V .

Since, by induction, we assumed that tf0, . . . , fd´1u is linearly independent, the coeffi-
cients t0, . . . , td´1 must all be zero. Therefore, in (2.11), all coefficients are zero. This
means that tf0, . . . , fdu is linearly independent.

Proposition 2.6.6. Let V be a K-vector space and S “ tv1, . . . , vnu be a finite subset
of V , with the vi’s distinct. Define

gS

$

’

’

’

’

&

’

’

’

’

%

Kn ÝÑ V
¨

˚

˝

t1
...

tn

˛

‹

‚

ÞÑ t1v1 ` ¨ ¨ ¨ ` tnvn.

(1) The map gS is linear.
(2) The map gS is surjective if and only if S is a generating set of V .
(3) The map gS is injective if and only if S is linearly independent.
(4) The map gS is an isomorphism if and only if S is a basis of V .

Proof. (1) is left as an exercise.
(2) The image of gS is the set xSy of all linear combinations of elements of S; therefore

gS is surjective if and only if xSy “ V , which means if and only if S is a generating set of
V .

(3) The kernel of gS is the set of vectors pt1, . . . , tnq such that the linear combination

t1v1 ` ¨ ¨ ¨ ` tnvn

is equal to 0V . Therefore Kerpfq “ t0Knu if and only if the only linear combination
of elements of S that is zero is the one with all coefficients ti equal to 0, which means
precisely if and only if S is linearly independent.

(4) is the combination of (2) and (3). �

2.7. Dimension

Theorem 2.7.1 (Main theorem). Let V be a K-vector space.
(1) For any subset S of V such that S generates V , there exists a subset T Ă S such

that T is a basis of V .
(2) For any subset S of V such that S is linearly independent in V , there exists a

subset T Ă V such that S Ă T , and such that T is a basis of V .
(3) If S1 and S2 are two bases of V , then they have the same cardinality, in the sense

that there exists a bijection f : S1 Ñ S2. If V is finite-dimensional, then any basis of V
is finite, and the number of elements in a basis is independent of the choice of the basis.

Corollary 2.7.2. Let V be a K-vector space. There exists at least one basis in V .

Proof. One can either:
– Apply part (1) of Theorem 2.7.1 with S “ V , which generates V , so that (1) states

that V contains a subset that is a basis;
– Or apply part (2) of Theorem 2.7.1 with S “ H, which is linearly independent in

V , so that (2) states that there is a subset T of V that is a basis. �
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Definition 2.7.3 (Dimension). Let V be a K-vector space. The dimension of V ,
denoted either dimpV q or dimKpV q, is the cardinality of any basis of V . It is an integer
or zero if V is finite-dimensional.

Example 2.7.4. (1) The zero space t0u has dimension zero; its only basis is the empty
set (Example 2.6.5 (1)).

(2) For n ě 1, the space Kn has dimension n, since te1, . . . , enu is a basis with n
elements (Example 2.6.5 (3)).

(3) For m, n ě 1, the space Mm,npKq has dimension mn since the matrices Eij for
1 ď i ď m and 1 ď j ď n form a basis (Example 2.6.5 (4)).

We will prove Theorem 2.7.1 only when V is finite-dimensional. We use three lemmas.

Lemma 2.7.5. Let V be a K-vector space, and S Ă V linearly independent. Let
W “ xSy Ă V . If w P V ´W , then the set S Y twu is linearly independent.

Proof. Let T be a finite subset of S Y twu. If w R T , then T Ă S, and hence is
linearly independent since S is.

Assume now that w P T . Write T “ tw, v1, . . . , vnu with vi’s distinct elements of S.
Then T has n` 1 elements (since w R xSy, so w R S). Assume t0, t1, . . . , tn are elements
of K such that

t0w ` t1v1 ` ¨ ¨ ¨ ` tnvn “ 0V .

If t0 “ 0, we would get a zero linear combination of vectors in S, and deduce that
t1 “ ¨ ¨ ¨ “ tn “ 0 also by linear independence of S.

If t0 ­“ 0, on the other hand, we would get

w “ ´
1

t0
pt1v1 ` ¨ ¨ ¨ ` tnvnq

but the right-hand side of this expression is an element of xSy, and this is impossible
since w R W . �

Lemma 2.7.6. Let V be a K-vector space, and S Ă V a generating set. Let w be a
vector in S. If w P xS ´ twuy, then S ´ twu is a generating set.

Proof. Let W be xS ´ twuy. The assumption means that there exists an integer
n ě 0, elements v1, . . . , vn of S, different from w, and elements t1, . . . , tn in K, such that

w “ t1v1 ` ¨ ¨ ¨ ` tnvn.

Let v P V be arbitrary. Since S generates V , we can express v as a linear combination

v “ s1w1 ` ¨ ¨ ¨ ` skwk

where wj P S are distinct and sj P K. If w does not appear in tw1, . . . , wku, it follows
that v P W . Otherwise, we may assume that w1 “ w by permuting the vectors. Then we
get

v “ s1t1v1 ` ¨ ¨ ¨ ` s1tnvn ` s2w2 ` ¨ ¨ ¨ skwk,

and this also belongs to W since none of the vi’s or wj’s are equal to w. Therefore we
see that V “ W . �

Lemma 2.7.7. Let V be a finite-dimensional K-vector space, and S Ă V a finite
generating set with n elements. If T Ă V has at least n ` 1 elements, then T is linearly
dependent.
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Proof. It suffices to prove this when T has exactly n ` 1 elements (since T always
contains a set with that many elements, and if the subset is linearly dependent, then so
is T ).

We will then proceed by induction on n ě 0. The property P pnq to be proved for all
n is: “for any vector space V over K, if there exists a generating subset S of V with n
elements, then all subsets of V with n` 1 elements are linearly dependent.”

We first check that P p0q is true. A generating set with 0 elements must be H, and
in that case V “ xHy “ t0u; there is only one subset with 1 element (namely t0u), and
it is indeed linearly dependent. So the property P p0q is true.

Now we assume that n ě 1 and that P pn ´ 1q is true. We will then prove P pnq.
Let V be a vector space with a generating set S “ tv1, . . . , vnu with n elements. Let
T “ tw1, . . . , wn`1u be a subset of V with n ` 1 elements. We must show that T is
linearly dependent.

Since xSy “ V , there exist numbers tij for 1 ď i ď n` 1 and 1 ď j ď n such that

w1 “ t11v1 ` ¨ ¨ ¨ ` t1nvn
...

...
...

wn`1 “ tn`1,1v1 ` ¨ ¨ ¨ ` tn`1,nvn.

Case 1. If t11 “ ¨ ¨ ¨ “ tn`1,1 “ 0, then the relations become

w1 “ t12v2 ` ¨ ¨ ¨ ` t1nvn
...

...
...

wn`1 “ tn`1,2v2 ` ¨ ¨ ¨ ` tn`1,nvn.

This means that T Ă xV1y where V1 is the subspace xtv2, . . . , vnuy generated by the pn´1q
vectors v2, . . . , vn. By the induction hypothesis, applied to V1, S1 “ tv2, . . . , vnu and
T1 “ tw1, . . . , wnu, the subset T1 is linearly dependent, which implies that the larger set
T is also linearly dependent.

Case 2. If there is some i such that ti1 ­“ 0, then up to permuting the vectors, we may
assume that t11 ­“ 0. For 2 ď i ď n` 1, the relations then imply that

wi ´
ti1
t11

w1 “

´

ti1 ´
ti1
t11

t11

¯

v1 ` ¨ ¨ ¨ `

´

tin ´
ti1
t11

t1n

¯

vn

“

´

ti2 ´
ti1
t11

t12

¯

v2 ` ¨ ¨ ¨ `

´

tin ´
ti1
t11

t1n

¯

vn.

Let

(2.12) w1i “ wi ´
ti1
t11

w1 P V

for 2 ď i ď n` 1, and

sij “ tij ´
ti1
t11

t1j

for 2 ď i ď n` 1 and 2 ď j ď n. The new relations are of the form

w12 “ s22v2 ` ¨ ¨ ¨ ` s2nvn
...

...
...

w1n`1 “ sn`1,2v2 ` ¨ ¨ ¨ ` sn`1,nvn.

This means that the set
T 1 “ tw12, . . . , w

1
n`1u
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with n elements is contained in V1, which is generated by n´1 elements. By the induction
hypothesis, the set T 1 is linearly dependent. Therefore there exist x2, . . . , xn`1 in K, not
all equal to 0, such that

x2w
1
2 ` ¨ ¨ ¨ ` xn`1w

1
n`1 “ 0V .

If we replace w1i by its value (2.12), we get

´

´

n`1
ÿ

i“2

ti1
t11

xi

¯

w1 ` x2w2 ` ¨ ¨ ¨ ` xn`1wn`1 “ 0V .

Since not all of px2, . . . , xn`1q are zero, this means that T is linearly dependent. �

Proof of Theorem 2.7.1 for V finite-dimensional. We denote by n an inte-
ger n ě 0 such that V has a generating set S0 with n elements. This exists because V is
finite-dimensional.

(1) Consider the set D of integers d ě 0 such that there is a subset T of S with d
elements, such that d is linearly independent. Since H is linearly independent, the set D
is not empty. Moreover, by Lemma 2.7.7, the set D is finite because no integer ě n ` 1
can belong to D.

Let m be the largest integer in D, and let T Ă S be a linearly independent subset
with m elements (“a linearly independent subset with as many elements as possible”).
We will show that T is a basis of V .

Let W “ xT y. Since T is linearly independent, T is a basis of V if and only if W “ V .
If this were not the case, then some element w of S would not be in W (otherwise,
S Ă W implies that V “ xSy Ă W ). But then Lemma 2.7.5 shows that T Y twu Ă S is
linearly independent in V , and since it contains more elements than T , this contradicts
the definition of m. This contradictions means that, in fact, we have W “ V , and
therefore T is a basis of V contained in S.

(2) Consider now the set D1 of integers d ě 0 such that there is a subset T of V
containing S which is a generating set of V . Since S Y S0 generates V , the set D1 is not
empty. There exists then a smallest element m of D1. Let T be a generating subset of V ,
containing S, with cardinality m. We will show that T is a basis of V .

Since T generates V , it is enough to check that T is linearly independent. Suppose this
is not the case. Write T “ tv1, . . . , vmu for distinct elements of V , where S “ tv1, . . . , vku
for some k ď m (which we may assume because S Ă T ).

The linear dependency means that there exist elements t1, . . . , tm of K, not all zero,
such that

t1v1 ` ¨ ¨ ¨ ` tmvm “ 0.

There exists some i with i ě k ` 1 such that ti ­“ 0, since otherwise the relation would
imply that S is linearly dependent. Assume for instance that tk`1 ­“ 0 (up to exchanging
two vectors, we may assume this). Then we get

vk`1 “ ´
1

tk`1

pt1v1 ` ¨ ¨ ¨ ` tkvk ` tk`2vk`2 ` ¨ ¨ ¨ ` tmvmq.

Denote T 1 “ tv1, . . . , vk, vk`2, ¨ ¨ ¨ , vmu. Then S Ă T 1, and this relation shows that
vk`1 P xT

1y. Lemma 2.7.6 shows that T 1 generates V . Since T 1 has m ´ 1 elements and
contains S, this contradicts the definition of m.

(3) Let S1 and S2 be two bases of V . Since S2 is linearly independent and S1 gen-
erates V , Lemma 2.7.7 shows that CardpS2q ď CardpS1q. Similarly, we get CardpS1q ď

CardpS2q, and conclude that S1 and S2 have the same number of elements. �
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Remark 2.7.8. In the case of vector spaces which are not finite-dimensional, the proof
of Theorem 2.7.1 requires the axiom of choice of set theory. In particular, in general, the
bases which are shown to exist in Theorem 2.7.1 cannot be written down explicitly. As
an example, there is no known explicit basis of tf : R Ñ Ru as an R-vector space.

2.8. Properties of dimension

Lemma 2.8.1. Let f : V1 ÝÑ V2 be an isomorphism between vector spaces. Then
dimpV1q “ dimpV2q.

Proof. Indeed, if S Ă V1 is a basis of V1, then fpSq Ă V2 is a basis of V2, by
combining Lemma 2.5.9 and Lemma 2.6.3 (2). �

Proposition 2.8.2. Let V be a K-vector space with finite dimension.
Any subspace W of V has finite dimension; we have

0 ď dimpW q ď dimpV q,

and dimpW q “ 0 if and only if W “ t0V u, while dimpW q “ dimpV q if and only if W “ V .

Proof. We first prove that W has finite dimension. We give two proofs, one depend-
ing on the general case of Theorem 2.7.1, the other not using possibly infinite bases.

First proof. Let S be a basis of W . It is linearly independent in V , and therefore
CardpSq ď dimpV q by Lemma 2.7.7.

This argument is fast but the existence of a basis was only fully proved in the finite-
dimensional case earlier. If one takes this for granted, one can skip the next proof.

Second proof. Let S “ tv1, . . . , vnu be a basis of V . For 1 ď i ď n, we denote
Wi “ W X xtv1, . . . , viuy. This is a subspace of W , and Wn “ W since S generates V .
We will show by induction on i, for 1 ď i ď n, that Wi is finite-dimensional.

For i “ 1, the space W1 is a subspace of xtv1uy. This means that either W1 “ t0V u
or W1 “ ttv1 | t P Ku. In either case, W1 is finite-dimensional.

Assume that i ě 2 and that Wi´1 is finite-dimensional. Let Ti´1 be a finite generating
set of Wi´1. Now consider Wi. If Wi “ Wi´1, this inductive assumption shows that Wi

is finite-dimensional. Otherwise, let w P Wi ´Wi´1. We can write

w “ t1v1 ` ¨ ¨ ¨ ` tivi

for some tj P K, since w P xtv1, . . . , viuy. We have ti ­“ 0 since otherwise we would get
w P Wi´1, which is not the case.

Now let v be any element of Wi. We can write

v “ x1v1 ` ¨ ¨ ¨ ` xivi, xj P K.

Then we get

v ´
xi
ti
w “

´

x1 ´
xi
ti
t1

¯

v1 ` ¨ ¨ ¨ `

´

xi´1 ´
xi
ti
ti´1

¯

vi´1 P Wi´1.

So, in particular, v ´ xit
´1
i is a linear combination of Ti“1, and hence v is a linear

combination of Ti´1 Y twu. Since v P Wi was arbitrary, this means that Wi is generated
by Ti´1 Y twu, which is finite. So Wi is also finite-dimensional. This concludes the
induction step.

Now we come back to our proof. Since W is finite-dimensional, it has a basis S. The
set S is linearly independent in V , and hence by Theorem 2.7.1 (2), there is a basis S 1 of
V containing S. This shows that

0 ď dimpW q “ CardpSq ď CardpS 1q “ dimpV q.
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If there is equality dimpW q “ dimpV q, this means that CardpSq “ CardpS 1q, and hence
that S 1 “ S since S Ă S 1. Then we get W “ xS 1y “ V . Finally, the equality dimpW q “ 0
means that W contains no non-zero element, so W “ t0V u. �

Definition 2.8.3 (Rank). Let V1 and V2 be vector spaces, with V2 finite-dimensional.
Let f : V1 ÝÑ V2 be a linear map. The rank of f is rankpfq “ dim Impfq. If A is a
matrix, then rankpAq “ rankpfAq.

Theorem 2.8.4. Let V1 and V2 be finite-dimensional vector spaces. Let f : V1 ÝÑ V2

be a linear map. We have

(2.13) dimpV1q “ dim Kerpfq ` dim Impfq “ dim Kerpfq ` rankpfq.

Proof. Let d “ dim Kerpfq and n “ dimpV1q, so that d ď n. Let S1 “ tv1, . . . , vdu
be a basis of Kerpfq. By Theorem 2.7.1 (2), there exists S2 “ tvd`1, . . . , vnu such that
S “ S1 Y S2 is a basis of V1.

Consider T “ tfpvd`1q, . . . , fpvnqu Ă V2. We will show that T is a basis of Impfq with
n´ d elements, which will show that

dim Impfq “ dimpV1q ´ dim Kerpfq,

which is the desired formula (2.13).
To check the property, consider W “ xS2y, which is a subspace of V1 with dimension

n´ d (since S2 is linearly independent and generates it). Consider the linear map

g : W ÝÑ Impfq

defined by gpvq “ fpvq for v P W . It is indeed well-defined, since fpvq P Impfq for all
v P V . We claim that g is a bijective linear map, from which n´d “ dimpW q “ dim Impfq
follows.

First, g is injective: suppose v P Kerpgq. Since v P W , we have

v “ xd`1vd`1 ` ¨ ¨ ¨ ` xnvn

for some xi P K, d` 1 ď i ď n. But then fpvq “ gpvq “ 0V2 , so v P Kerpfq “ xS1y, so we
also have

v “ x1v1 ` ¨ ¨ ¨ ` xdvd
for some xi P K, 1 ď i ď d. Therefore

0V “ x1v1 ` ¨ ¨ ¨ ` xdvd ´ xd`1vd`1 ´ ¨ ¨ ¨ ´ xnvn.

But S1 Y S2 is linearly independent, and so we must have xi “ 0 for all i, which implies
v “ 0. So Kerpgq “ t0V1u.

Second, g is surjective: if w P Impfq, we can write w “ fpvq for some v P V1; then we
write

v “ t1v1 ` ¨ ¨ ¨ ` tnvn
for some ti P K, and we get

w “ fpvq “ fpt1v1 ` ¨ ¨ ¨ ` tdvdq ` fptd`1vd`1 ` ¨ ¨ ¨ ` tnvnq “ 0V ` fpv
1
q “ fpv1q

(since t1v1 ` ¨ ¨ ¨ ` tdvd P xS1y “ Kerpfq), where

v1 “ td`1vd`1 ` ¨ ¨ ¨ ` tnvn P W.

This means that w “ gpv1q P Impgq, so that Impgq “ Impfq, and g is surjective. �

Corollary 2.8.5. Let V1 and V2 be finite-dimensional vector spaces with dimpV1q “

dimpV2q. Let f : V1 Ñ V2 be a linear map. Then f is injective if and only if f is
surjective if and only if f is bijective.
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Proof. This is because f is injective if and only if Kerpfq “ t0V1u, which is equivalent
with dim Kerpfq “ 0, and in turn (2.13) shows that this is equivalent with dim Impfq “
dimpV1q. Under the assumption that dimpV1q “ dimpV2q, this is therefore the same as
dimpV2q “ dim Impfq, which means that Impfq “ V2 (since it is a subspace of V2), and
this in turn means that f is surjective.

So injectivity is equivalent to surjectivity, and therefore either is equivalent to bijec-
tivity. �

Corollary 2.8.6. Let V1 and V2 be finite-dimensional vector spaces and f : V1 Ñ V2

be a linear map. We have

rankpfq ď minpdimpV1q, dimpV2qq,

and furthermore

rankpfq “ dimpV1q ô f is injective,

rankpfq “ dimpV2q ô f is surjective.

Proof. Since rankpfq “ dim Impfq and Impfq Ă V2, it follows from Proposition 2.8.2
that rankpfq ď dimpV2q, with equality if and only if Impfq “ V2, which is exactly the
same as surjectivity of f .

For the kernel, by (2.13), we have

dimpV1q “ rankpfq ` dim Kerpfq,

and therefore rankpfq “ dimpV1q ´ dim Kerpfq ď dimpV1q, with equality if and only if
dim Kerpfq “ 0, which means if and only if Kerpfq “ t0V1u, namely if and only if f is
injective (Proposition 2.4.4 (2)). �

Corollary 2.8.7. Let V1 and V2 be finite-dimensional vector spaces and f : V1 Ñ V2

be a linear map.
(1) If dimpV1q ă dimpV2q, then f is not surjective.
(2) If dimpV1q ą dimpV2q, then f is not injective. In particular, if dimpV1q ą dimpV2q,

then there exists a non-zero vector v P V1 such that fpvq “ 0V2.

Proof. If dimpV1q ă dimpV2q, then rankpfq ď dimpV1q ă dimpV2q, so f is not
surjective by Corollary 2.8.6.

If dimpV1q ą dimpV2q, then rankpfq ď dimpV2q ă dimpV1q, so f is not injective by
Corollary 2.8.6. �

We have seen that isomorphic vector spaces have the same dimension (Lemma 2.8.1).
The next result shows that conversely, if two spaces have the same dimension, there exists
an isomorphism between them.

Proposition 2.8.8. Let V1 and V2 be K-vector spaces with the same dimension. Then
there exists an isomorphism f : V1 ÝÑ V2.

Proof for finite-dimensional spaces. Let n “ dimpV1q “ dimpV2q. We begin
with the special case V1 “ Kn. Let T “ tv1, . . . , vnu be a basis of V2. Define the linear
map gT : Kn ÝÑ V2 by

gT

´

¨

˝

t1
...
tn

˛

‚

¯

“ t1v1 ` ¨ ¨ ¨ ` tnvn,

as in Proposition 2.6.6. By Proposition 2.6.6 (3), this map gT is an isomorphism, since
T is a basis of V2.
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For the general case, consider bases S and T of V1 and V2 respectively. We have linear
maps gT : Kn ÝÑ V2 and gS : Kn ÝÑ V1, constructed as above. Both are isomorphisms,
and hence

gT ˝ g
´1
S : V1 ÝÑ V2

is an isomorphism (Proposition 2.3.8). �

Remark 2.8.9. In general, there are many isomorphisms V1 ÝÑ V2. Also, there exist
of course linear maps f : V1 ÝÑ V2 which are not isomorphisms, for instance fpxq “ 0V2

for all x P V1.

2.9. Matrices and linear maps

We will now show how to use matrices and bases to describe arbitrary linear maps
between finite-dimensional vector spaces.

Definition 2.9.1 (Ordered basis). Let V be a finite-dimensional K-vector space of
dimension d ě 0. An ordered basis of V is a d-tuple pv1, . . . , vdq such that the set
tv1, . . . , vdu is a basis of V . Hence an ordered basis is in particular an element of V d.

Remark 2.9.2. For instance, the following are two different ordered bases of K2:
´

ˆ

1
0

˙

,

ˆ

0
1

˙

¯

,
´

ˆ

0
1

˙

,

ˆ

1
0

˙

¯

.

On the other hand, the 3-tuple

pv1, v2, v3q “

´

ˆ

1
0

˙

,

ˆ

0
1

˙

,

ˆ

0
1

˙

¯

,

is not an ordered basis because it has more than 2 components, although tv1, v2, v3u “

tv1, v2u is a basis of K2.

Definition 2.9.3 (Matrix with respect to a basis). Let V1 and V2 be two finite-
dimensional vector spaces with dimpV1q “ n and dimpV2q “ m. Let f : V1 Ñ V2 be a
linear map.

Let B1 “ pe1, . . . , enq and B2 “ pf1, . . . , fmq be ordered bases of V1 and V2, respec-
tively.

The matrix of f with respect to B1 and B2, denoted

Matpf ;B1, B2q,

is the matrix A PMm,npKq with coefficients paijq1ďiďm
1ďjďn

such that the j-th column of A is

the vector
¨

˝

a1j
...
amj

˛

‚P Km

such that
fpejq “ a1jf1 ` ¨ ¨ ¨ ` amjfm, 1 ď j ď n.

Example 2.9.4. (1) Let V1 “ V2, B1 “ B2, and f “ IdV1 . Then f is linear (Proposi-
tion 2.3.8 (1)) and MatpIdV1 ;B1, B1q “ 1n, the identity matrix of size n.

(2) Let V1 “ Kn, V2 “ Km, A “ paijq a matrix in Mm,npKq and f “ fA : V1 ÝÑ V2

the associated linear map given by fApxq “ Ax.
Consider the ordered bases

B1 “ pe1, . . . , enq, B2 “ pf1, . . . , fmq,
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where teiu is the basis of Example 2.6.5 (3), and tfju is the same basis for Km, so for
instance

f1 “

¨

˚

˚

˝

1
0
...
0

˛

‹

‹

‚

.

We know that fApejq is the j-th column of A (see (2.1)). In the basis B2, this is simply

m
ÿ

i“1

aijfi,

and hence the j-th column of MatpfA;B1, B2q is the same as the j-th column of A. In
other words, we have

MatpfA;B1, B2q “ A.

However, one must be careful that this is only because of the specific choice of bases!
For instance, take m “ n “ 3, and consider instead the ordered bases

B11 “ pe1, e3, e2q, B12 “ pe3, e2, e1q.

Let A be the matrix

A “

¨

˝

1 2 3
4 5 6
7 8 9

˛

‚.

The above shows that

MatpfA;B1, B2q “ A.

Now we compute MatpfA;B11, B
1
2q. We have

fApe1q “

¨

˝

1
4
7

˛

‚“ 7e3 ` 4e2 ` e1, fApe3q “

¨

˝

3
6
9

˛

‚“ 9e3 ` 6e2 ` 3e1,

fApe2q “

¨

˝

2
5
8

˛

‚“ 8e3 ` 5e3 ` 2e1,

and therefore

MatpfA;B11, B
1
2q “

¨

˝

7 9 8
4 6 5
1 3 2

˛

‚ ­“ A.

The most important facts about the matrix representation of linear maps is that: (1)
it respects all important operations on linear maps; (2) it determines the linear map.
Precisely:

Theorem 2.9.5. Let V1, V2, V3 be finite-dimensional vector spaces with dimpV1q “ n,
dimpV2q “ m and dimpV3q “ p. Let Bi be an ordered basis of Vi for 1 ď i ď 3. For any
linear maps

V1
f
ÝÑ V2

g
ÝÑ V3,

we have
Matpg ˝ f ;B1, B3q “ Matpg;B2, B3q ¨Matpf ;B1, B2q.
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Proof. We write B1 “ pe1, . . . , enq, B2 “ pf1, . . . , fmq and B3 “ pv1, . . . , vpq.
Let A “ Matpf ;B1, B2q, B “ Matpg;B2, B3q and C “ Matpg ˝ f ;B1, B3q. Write

A “ paijq1ďiďm
1ďjďn

, B “ pbkiq1ďkďp
1ďiďm

, C “ pckjq1ďkďp
1ďjďn

.

For 1 ď j ď n, the j-th column of A is determined by

fpejq “
m
ÿ

i“1

aijfi,

and the j-th column of C is determined by

pg ˝ fqpejq “
p
ÿ

k“1

ckjvk.

But

gpfpejqq “
m
ÿ

i“1

aijgpfiq

“

m
ÿ

i“1

aij

p
ÿ

k“1

bkivk “
p
ÿ

k“1

´

m
ÿ

i“1

bkiaij

¯

vk,

and therefore we have

ckj “
m
ÿ

i“1

bkiaij.

This precisely means that C “ BA (see Theorem 2.2.1). �

Theorem 2.9.6. Let V1 and V2 be two finite-dimensional vector spaces with dimpV1q “

n and dimpV2q “ m. Let Bi be an ordered basis of Vi. The map

TB1,B2

"

HomKpV1, V2q ÝÑ Mm,npKq
f ÞÑ Matpf ;B1, B2q

is an isomorphism of vector spaces.
In particular:
(1) We have dim HomKpV1, V2q “ mn “ dimpV1q dimpV2q.
(2) If two linear maps f1 and f2 coincide on the basis B1, then they are equal.

Proof. We write

B1 “ pe1, . . . , enq, B2 “ pf1, . . . , fmq.

The linearity of the map TB1,B2 is left as exercise. To check that it is an isomorphism,
we prove that it is injective and surjective (one can also directly compute the dimension
of HomKpV1, V2q to see that it is equal to mn “ dimMm,npKq, and then we would only
need to check injectivity).

First, we show that the map is injective. So suppose that f P KerpTB1,B2q, so that
Matpf ;B1, B2q “ 0m,n. This means by definition that fpejq “ 0V2 for 1 ď j ď n. But
then

fpt1e1 ` ¨ ¨ ¨ ` tnenq “ 0V2

for all ti P K, by linearity, and since B1 is a basis of V1, this means that fpvq “ 0
for all v P V1, or in other words that f “ 0 as element of HomKpV1, V2q. Therefore
KerpTB1,B2q “ t0u so TB1,B2 is injective (Proposition 2.4.4 (2)). Note that the injectivity
implies the last part of the statement: indeed, to say that f1 and f2 coincide on B1 is to
say that f1pejq “ f2pejq for 1 ď j ď n, which means that the matrices of f1 and f2 with
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respect to B1 and B2 are the same, i.e., that TB1,B2pf1q “ TB1,B2pf2q, so that injectivity
implies f1 “ f2.

Second, we prove surjectivity. Let A “ paijq PMm,npKq be given. We define vectors

(2.14) wj “
n
ÿ

i“1

aijfi P V2.

We then define a map
f : V1 ÝÑ V2

by

fpt1e1 ` ¨ ¨ ¨ ` tnenq “
n
ÿ

j“1

tjwj

for all ti P K. This is well-defined, since any element of V1 has a unique expression as a
linear combination of the ej’s.

For any v1 and v2 in V1, expressed as

v1 “ t1e1 ` ¨ ¨ ¨ ` tnen, v2 “ s1e1 ` ¨ ¨ ¨ ` snen

with ti and si in K, and for any x1, x2 P K, we have

x1v1 ` x2v2 “ px1t1 ` x2s1qe1 ` ¨ ¨ ¨ ` px1tn ` x2snqen.

Therefore, we have

fpx1v1 ` x2v2q “

n
ÿ

j“1

px1tj ` x2sjqwj “ x1

ÿ

j

tjwj ` x2

ÿ

j

sjwj “ x1fpv1q ` x2fpv2q.

This means that f is linear, so f P HomKpV1, V2q.
Now we compute the matrix T pfq “ Matpf ;B1, B2q. By definition we have fpejq “ wj

for 1 ď j ď n, so that (2.14) shows that the j-th column of T pfq is the vector
¨

˝

a1j
...
amj

˛

‚.

This is the j-th column of A, and hence TB1,B2pfq “ A. So A P ImpTB1,B2q. Since this is
true for all A, this means that T is surjective. �

Remark 2.9.7. It is important to remember how the surjectivity is proved, because
one is often given a matrix and one has to construct the associated linear map!

Corollary 2.9.8. Let V1 and V2 be finite-dimensional K-vector spaces and f :
V1 ÝÑ V2 a linear map. Let B1 and B2 be ordered bases of V1 and V2 respectively.

Then f is bijective if and only if Matpf ;B1, B2q is invertible.
We then have

Matpf´1;B2, B1q “ Matpf ;B1, B2q
´1.

Proof. Let n “ dimpV1q, m “ dimpV2q.
(1) Suppose that f is bijective. Then n “ m (Lemma 2.8.1), and Theorem 2.9.5 shows

that

Matpf´1;B2, B1q ¨Matpf ;B1, B2q “ Matpf´1
˝ f ;B1, B1q “ MatpIdV1 ;B1, B1q “ 1n,

and

Matpf ;B1, B2q ¨Matpf´1;B2, B1q “ Matpf ˝ f´1;B2, B2q “ MatpIdV2 ;B2, B2q “ 1n,
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so that Matpf ;B1, B2q is indeed invertible with inverse Matpf´1;B2, B1q.
(2) Suppose that the matrix A “ Matpf ;B1, B2q is invertible, and let B be its inverse.

Since fA : Kn ÝÑ Km is bijective, it is an isomorphism (Proposition 2.3.11) so that
n “ m (Lemma 2.8.1). By the surjectivity part of Theorem 2.9.6, there exists g P
HomKpV2, V1q such that Matpg;B2, B1q “ B. We then get by Theorem 2.9.5 the relations

Matpf ˝ g;B2, B2q “ AB “ 1n “ MatpIdV2 ;B2, B2q,

Matpg ˝ f ;B1, B1q “ BA “ 1n “ MatpIdV1 ;B1, B1q.

The injectivity statement of Theorem 2.9.6 implies that f ˝ g “ IdV2 and g ˝ f “ IdV1 ,
which means that f is a bijection with reciprocal bijection g. By construction, we get

Matpf´1;B2, B1q “ Matpg;B2, B1q “ B “ A´1.

�

The following lemma shows how to use matrix computations to compute a linear map,
given its representation as a matrix with respect to fixed bases.

Lemma 2.9.9. Let V1 and V2 be finite-dimensional K-vector spaces and f : V1 ÝÑ V2

a linear map. Let B1 “ pe1, . . . , enq and B2 “ pf1, . . . , fmq be ordered bases of V1 and V2

respectively and A “ Matpf ;B1, B2q.
For v P V1 such that

v “ t1e1 ` ¨ ¨ ¨ ` tnen,

we have
fpvq “ s1f1 ` ¨ ¨ ¨ ` smfm

where
¨

˝

s1
...
sm

˛

‚“ A

¨

˝

t1
...
tn.

˛

‚

Proof. Let A “ paijq. Since f is linear, we have

fpvq “ t1fpe1q ` ¨ ¨ ¨ ` tnfpenq.

Replacing fpejq with the linear combination of the basis B2 given by the columns of the
matrix A, we get

fpvq “
n
ÿ

j“1

tj

m
ÿ

i“1

aijfi “
m
ÿ

i“1

´

n
ÿ

j“1

aijtj

¯

fi.

This means that

fpvq “ s1f1 ` ¨ ¨ ¨ ` smfm

where

si “
n
ÿ

j“1

aijtj.

But the vector
¨

˝

s1
...
sm

˛

‚“

¨

˚

˝

řn
j“1 a1jtj

...
řn
j“1 amjtj

˛

‹

‚

P Km
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is precisely the vector

A

¨

˝

t1
...
tn

˛

‚,

(see Example 2.2.4) hence the result. �

Definition 2.9.10 (Change of basis matrix). Let V be a finite-dimensional K-vector
space. Let B and B1 be ordered bases of V . The change of basis matrix from B to B1

is the matrix MatpIdV ;B,B1q. We denote it also MB,B1 .

Example 2.9.11. (1) Let n “ dimpV q. We have MB,B “ 1n for any ordered basis B
of V (Example 2.9.4 (1)).

(2) Let V “ Kn, and let

B “
´

¨

˝

a11
...
an1

˛

‚, . . . ,

¨

˝

a1n
...
ann

˛

‚

¯

and

B1 “ pe1, . . . , enq,

the basis of Example 2.6.5 (3). Then

MB,B1 “

¨

˝

a11 ¨ ¨ ¨ a1n
...

...
an1 ¨ ¨ ¨ ann

˛

‚

since
¨

˝

a1j
...
anj

˛

‚“ a1je1 ` ¨ ¨ ¨ ` anjen

for 1 ď j ď n.

Proposition 2.9.12. Let V be a finite-dimensional K-vector space.
(1) For any ordered bases B and B1 of V , the change of basis matrix MB,B1 is invertible

with inverse

(2.15) M´1
B,B1 “ MB1,B .

(2) For any ordered bases B, B1, B2 of V , we have

(2.16) MB,B2 “ MB1,B2 MB,B1 .

Proof. (1) The linear map IdV is bijective, with its inverse equal to IdV . Therefore
Corollary 2.9.8 shows that MB,B1 “ MatpIdV ;B,B1q is invertible with inverse the matrix
MatpIdV ;B1, Bq “ MB1,B.

(2) We apply Theorem 2.9.5 to V1 “ V2 “ V3 “ V , with g “ f “ IdV and B1 “ B,
B2 “ B1 and B3 “ B2. Then g ˝ f “ IdV , and we get

MatpIdV ;B,B2q “ MatpIdV ;B1, B2q ¨MatpIdV ;B,B1q,

which is exactly (2.16), by definition of the change of basis matrices. �
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Proposition 2.9.13. Let V1 and V2 be finite-dimensional K-vector spaces and f :
V1 ÝÑ V2 a linear map. Let B1, B11 be ordered bases of V1, and B2, B12 be ordered bases
of V2. We have

(2.17) Matpf ;B11, B
1
2q “ MB2,B12

Matpf ;B1, B2qMB11,B1
.

In particular, if f : V1 ÝÑ V1 is a linear map, we have

(2.18) Matpf ;B11, B
1
1q “ AMatpf ;B1, B1qA

´1

where A “ MB1,B11
.

Proof. We consider the composition

V1

IdV1
ÝÑ V1

f
ÝÑ V2

IdV2
ÝÑ V2

B11 B1 B2 B12

and the ordered bases indicated. The composite linear map is f . By Theorem 2.9.5, we
get the matrix equation

Matpf ;B11, B
1
2q “ MatpIdV2 ;B2, B

1
2qMatpf ;B1, B2qMatpIdV1 ;B11, B1q,

which is exactly (2.17).
In the special case V2 “ V1, and B1 “ B2, B11 “ B12, this becomes

Matpf ;B11, B
1
1q “ MatpIdV1 ;B1, B

1
1qMatpf ;B1, B1qMatpIdV1 ;B11, B1q.

By Proposition 2.9.12, the matrix MatpIdV1 ;B1, B
1
1q “ MB1,B11

“ A is invertible with

inverse A´1 “ MB11,B1
“ MatpIdV1 ;B11, B1q, so the formula becomes

Matpf ;B11, B
1
1q “ AMatpf ;B1, B1qA

´1.

�

Example 2.9.14. Consider a real number t and the matrix

M “

ˆ

cosptq ´ sinptq
sinptq cosptq

˙

PM2,2pCq.

Let f : C2 ÝÑ C2 be the linear map fpxq “ Mx. Then M is the matrix of f with
respect to the ordered basis

B “
´

ˆ

1
0

˙

,

ˆ

0
1

˙

¯

of C2 (namely, M “ Matpf ;B,Bq).
Consider the vectors

B1 “
´

ˆ

1
i

˙

,

ˆ

1
´i

˙

¯

.

We claim that B1 is an ordered basis of C2. We will check this at the same time as
computing the change of basis matrix A “ MB,B1 and its inverse A´1 “ MB1,B. To
compute A, we must express the vectors v in B as linear combinations of elements of B1;
if this succeeds for all v in B, this implies that the elements of B1 generate C2, and since
there are two, this means that B1 is an ordered basis.

So we must find complex numbers pa, b, c, dq such that
ˆ

1
0

˙

“ a

ˆ

1
i

˙

` b

ˆ

1
´i

˙

ˆ

0
1

˙

“ c

ˆ

1
i

˙

` d

ˆ

1
´i

˙

.
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We see that this is possible with a “ b “ 1{2 and c “ ´d “ 1{p2iq. So B1 is an ordered
basis and

A “ MB,B1 “

ˆ

1{2 1{p2iq
1{2 ´1{p2iq

˙

.

To compute MB1,B, we use Example 2.9.11 (2): this implies that

MB1,B “

ˆ

1 1
i ´i

˙

.

(We can also check by hand that this is the inverse of A). We now compute the matrix
N representing f with respect to the bases pB1, B1q. By (2.18), we get

N “ AMA´1
“

ˆ

1{2 1{p2iq
1{2 ´1{p2iq

˙ˆ

cosptq ´ sinptq
sinptq cosptq

˙ˆ

1 1
i ´i

˙

.

The product of the second and third matrices is
ˆ

cosptq ´ i sinptq cosptq ` i sinptq
sinptq ` i cosptq sinptq ´ i cosptq

˙

“

ˆ

e´it eit

ie´it ´ieit

˙

.

Multiplying by the first matrix we get

N “

ˆ

e´it{2` e´it{2 eit{2´ eit{2
e´it{2´ e´it{2 eit{2` eit{2

˙

“

ˆ

e´it 0
0 eit

˙

.

2.10. Solving linear equations

We explain in this section the Gauss Elimination Algorithm that gives a systematic
approach to solving systems of linear equations, and interpret the results in terms of the
image and kernel of a linear map fA : Kn ÝÑ Km.

The justification of the algorithm will be quite brief, because from our point of view it
is a tool, and in general the results that it gives can be checked in any concrete case. For
the purpose of this course, it is more important to know how to handle the computations
correctly for small systems than to understand the full details (especially with respect to
numerical stability, etc).

In this section, we will denote by Ci and Rj the i-th column and j-th row of a matrix,
which will be clear in context.

Definition 2.10.1 (Extended matrix). For a matrix A P Mm,npKq and b P Km, we
denote by pA, bq the extended matrix in Mm,n`1pKq where b is the pn` 1q-st column.

Definition 2.10.2 (Leading zeros). For a row vector v “ pt1, . . . , tnq P Kn “

M1,npKq, we denote by Npvq the number of leading zeros of v: for 0 ď i ď n, we
have Npvq “ i if and only if

t1 “ ¨ ¨ ¨ “ ti “ 0, ti`1 ­“ 0,

with the conventions that

Np0q “ n, Npvq “ 0 if t1 ­“ 0.

Example 2.10.3. To clarify the meaning, observe the following cases:

Npp1, 2, 3, 4qq “ 0, Npp0, 1, 0, 0, 0, 3, 0, 4qq “ 1

Npp0, 0, 0, 1qq “ 3.

Moreover v “ 0 if and only if Npvq “ n.
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Definition 2.10.4 (Row Echelon matrices). (1) A matrix A P Mm,npKq is in row
echelon form (abbreviated) REF if, for 1 ď i ď m´ 1, we have

NpRi`1q ě NpRiq,

and NpRi`1q ą NpRiq unless Ri “ 0, where we recall that Ri denotes the i-th row of A.
(2) For 0 ď k ď n, a matrix A P Mm,npKq is in k-partial row echelon form

(abbreviated) k-pREF if the matrix formed with the k first columns of A, taken in order,
is in REF, with the convention that A is always in 0-pREF.

Example 2.10.5. (1) The following matrices are REF:
¨

˝

0 1 0 2
0 0 0 3
0 0 0 0

˛

‚,

¨

˝

´1 3 4
0 2 0
0 0 12

˛

‚,

ˆ

1 0 0 0
0 0 ´5 12

˙

but the following are not:
¨

˝

1 0 2 3
0 1 2 ´3
0 ´1 0 0

˛

‚,

ˆ

1 2
2 3

˙

,

ˆ

0 1 1 2
1 0 0 0

˙

The first matrix is 1-pREF, the others are only 0-pREF.
(2) Let m “ n, and suppose that A is upper-triangular, with non-zero diagonal

coefficients:

A “

¨

˚

˚

˝

a11 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

0 a22 ¨ ¨ ¨ ¨ ¨ ¨
...

...
...

...
0 ¨ ¨ ¨ 0 ann

˛

‹

‹

‚

with aij “ 0 if i ą j, and aii ­“ 0 for 1 ď i ď n. Then A is REF.
(3) Suppose n “ 1; then a column vector is REF if and only if it is of the form

¨

˚

˚

˝

t
0
...
0

˛

‹

‹

‚

for some t P K (which may be zero or not).
(4) Suppose n “ 2; then a matrix with 2 columns is REF if and only if

A “

¨

˚

˚

˝

t u
0 v
0 0
...

...

˛

‹

‹

‚

with:

‚ t ­“ 0,
‚ or t “ 0 and v “ 0.

We now consider two types of elementary operations on an extended matrix pA, bq.

Definition 2.10.6 (Elementary operations). (1) (Row exchange) For 1 ď i, j ď m,
we define pA1, b1q “ exchi,jppA, bqq to be the extended matrix with R1k “ Rk if k R ti, ju,
and R1j “ Ri, R

1
i “ Rj (the i-th row and the j-th row are exchanged).

(2) (Row operation) For 1 ď i ­“ j ď m and t P K, we define pA1, b1q “
rowi,j,tppA, bqq to be the extended matrix with R1k “ Rk if k ­“ j, and R1j “ Rj ´ tRi.
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Example 2.10.7. (1) For instance

exch2,3

´

¨

˝

1 2 3 b1

4 5 6 b2

7 8 9 b3

˛

‚

¯

“

¨

˝

1 2 3 b1

7 8 9 b3

4 5 6 b2

˛

‚

(note that the last additional column is also involved in the operation).
(2) For row operations:

row2,3,t

´

¨

˝

1 2 3 b1

4 5 6 b2

7 8 9 b3

˛

‚

¯

“

¨

˝

1 2 3 b1

4 5 6 b2

7´ 4t 8´ 5t 9´ 6t b3 ´ b2t

˛

‚

row3,1,t

´

¨

˝

1 2 3 b1

4 5 6 b2

7 8 9 b3

˛

‚

¯

“

¨

˝

1´ 7t 2´ 8t 3´ 9t b1 ´ tb3

4 5 6 b2

7 8 9 b3

˛

‚

Lemma 2.10.8. Suppose pA1, b1q is obtained from pA, bq by a sequence of elementary
operations.

The solution sets of the equations Ax “ b and A1x “ b1 are the same.
There exists a matrix B PMm,mpKq such that b1 “ Bb.

Proof. It suffices to check this for a single elementary operation. For a row exchange,
this is easy because we are only permuting the equations.

Now consider pA1, b1q “ rowi,j,tppA, bqq. Only the j-th equation is changed. The “old”
pair of i-th and j-th equations is

ai,1x1 ` ¨ ¨ ¨ ` ai,nxn “ bi

aj,1x1 ` ¨ ¨ ¨ ` aj,nxn “ bj.

The “new” pair is

ai,1x1 ` ¨ ¨ ¨ ` ai,nxn “ bi

paj,1 ´ tai,1qx1 ` ¨ ¨ ¨ ` paj,n ´ tai,nqxn “ bj ´ tbi.

These two pairs of equations are equivalent.
Finally, we give explicit matrices so that pA1, b1q “ BpA, bq for both operations. We

only check the result in a small case, leaving the general one for the reader.
(1) For row exchange, consider the matrix B obtained from 1m by exchanging the i

and j-columns. Then B works. For instance, for m “ n “ 3, and i “ 1, j “ 3, we have

¨

˝

0 0 1
0 1 0
1 0 0

˛

‚

¨

˝

a b c b1

d e f b2

g h i b3

˛

‚“

¨

˝

g h i b3

d e f b2

a b c b1

˛

‚

which is what we want.
(2) For the row operation rowi,j,tpA, bq, the matrix B “ 1m ´ tEj,i works (where Ej,i

is the usual matrix first defined in Example 2.5.8 (3)). For instance, for row2,3,tppA, bqq
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with m “ n “ 3 as above, we have

p13 ´ tE3,2q

¨

˝

a b c b1

d e f b2

g h i b3

˛

‚“

¨

˝

1 0 0
0 1 0
0 ´t 1

˛

‚

¨

˝

a b c b1

d e f b2

g h i b3

˛

‚

“

¨

˝

a b c b1

d e f b2

g ´ td h´ te i´ tf b3 ´ tb2

˛

‚,

as we want. �

We now explain the basic step of the Gaussian Elimination Algorithm. The input
is an extended matrix pA, bq such that A is k-pREF for some k ă n. The output is an
extended matrix pA1, b1q, obtained by a finite sequence of elementary operations, such
that A1 is pk ` 1q-pREF. We not give full justifications.

‚ Let Apkq be the matrix formed from the first k columns of A. Let j ě 0 be the
integer such that Rj is the last non-zero row of Apkq.

‚ Consider the coefficients ai,k`1 of A for i ě j (on the k`1-st column, on or below
the j-th row); if all these coefficients are zero, then A is alread a pk ` 1q-pREF
matrix, and we take pA1, b1q “ pA, bq.

‚ Let l ě j be such that al,k`1 ­“ 0; exchange the i-th and the l-th rows (elementary
operation)

‚ Assume that ai,k`1 ­“ 0 (which is the case after exchanging, but we don’t want
to complicate the notation). Then perform the row operations

R1i`1 “ Ri`1 ´
ai`1,k`1

ai,k`1

Ri

¨ ¨ ¨

R1m “ Rm ´
am,k`1

ai,k`1

Ri

to get the new matrix pA1, b1q.

If the algorithm goes to the last step, then pA1, b1q has the same first k-columns as
pA, bq and the same first i rows. Moreover, the coefficient a1i,k`1 is non-zero, and those
below a1l,k`1 for l ą i are zero. This implies that the first k ` 1 columns of A1 are REF.

Example 2.10.9. (1) Let

pA, bq “

¨

˝

1 2 ´4 5 b1

3 7 0 ´1 b2

2 7 1 6 b3

˛

‚

We start with k “ 0. There is no need to exchange rows since the coefficient a11 is
non-zero. We therefore perform the row operations

R12 “ R2 ´ 3R1, R13 “ R3 ´ 2R1,

which gives the first new extended matrix
¨

˝

1 2 ´4 5 b1

0 7´ 3 ¨ 2 ´3p´4q ´1´ 3 ¨ 5 b2 ´ 3b1

0 7´ 2 ¨ 2 1´ 2p´4q 6´ 2 ¨ 5 b3 ´ 2b1

˛

‚“

¨

˝

1 2 ´4 5 b1

0 1 12 ´16 b2 ´ 3b1

0 3 9 ´4 b3 ´ 2b1

˛

‚

which is 1-pREF.
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Again there is no need to exchange the rows. We perform the row operation row2,3,3

and get the new matrix
¨

˝

1 2 ´4 5 b1

0 1 12 ´16 b2 ´ 3b1

0 0 9´ 3 ¨ 12 ´4´ 3p´16q b3 ´ 2b1 ´ 3pb2 ´ 3b1q

˛

‚“

¨

˝

1 2 ´4 5 b1

0 1 12 ´16 b2 ´ 3b1

0 0 ´27 44 b3 ´ 3b2 ` 7b1

˛

‚

which is REF.
(2) Consider the extended matrix

pA, bq “

¨

˚

˚

˝

0 1 2 b1

0 3 7 b2

0 2 7 b3

0 4 ´2 b4

˛

‹

‹

‚

It is already 1-REF. We do not need to exchange rows to continue. The row operations
give

¨

˚

˚

˝

0 1 2 b1

0 0 7´ 3 ¨ 2 b2 ´ 3b1

0 0 7´ 2 ¨ 2 b3 ´ 2b1

0 0 ´2´ 4 ¨ 2 b4 ´ 4b1

˛

‹

‹

‚

“

¨

˚

˚

˝

0 1 2 b1

0 0 1 b2 ´ 3b1

0 0 3 b3 ´ 2b1

0 0 ´10 b4 ´ 4b1

˛

‹

‹

‚

which is 2-REF. Again on the third column we do not need to exchange rows, and we get
¨

˚

˚

˝

0 1 2 b1

0 0 1 b2 ´ 3b1

0 0 0 b3 ´ 2b1 ´ 3pb2 ´ 3b1q

0 0 0 b4 ´ 4b1 ` 10pb2 ´ 3b1q

˛

‹

‹

‚

“

¨

˚

˚

˝

0 1 2 b1

0 0 1 b2 ´ 3b1

0 0 0 b3 ´ 3b2 ` 7b1

0 0 0 b4 ` 10b2 ´ 34b1

˛

‹

‹

‚

which is REF.
Note that it is a good idea during these computations to check them sometimes.

This is relatively easy: at any intermediate stage pA2, b2q, if one takes for b one of the
column vectors of the original matrix, the corresponding value of b2 must be equal to the
corresponding column vector of A2.

There remains to solve a system Ax “ b. We consider the REF system A1x “ b1

associated and the matrix B with b1 “ Bb. Let r be the integer with 0 ď r ď m such
that there are r non-zero rows of A1 (these will in fact be the first r rows).

Definition 2.10.10 (Free column). Let A1 be a matrix in REF. We say that the j-th
column of A1 is free if the following holds: either the j-th column is 0, or else if we denote

k “ maxti | aij ­“ 0u,

then there exists an integer 1 ď l ă j such that akl ­“ 0.

For instance, the first column may only be free if it is zero.

Example 2.10.11. (1) Let

A “

¨

˝

0 2 3 4 0 17
0 0 0 0 7 2
0 0 0 0 0 0

˛

‚

Here we have r “ 2; the columns C1, C3, C4 and C6 are free.
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(2) Let m “ n, and let A be upper-triangular, with non-zero diagonal coefficients:

A “

¨

˚

˚

˝

a11 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

0 a22 ¨ ¨ ¨ ¨ ¨ ¨
...

...
...

...
0 ¨ ¨ ¨ 0 ann

˛

‹

‹

‚

with aij “ 0 if i ą j, and aii ­“ 0 for 1 ď i ď n. Then none of the columns of A are free.

We come back to a general matrix A and extended matrix pA, bq. Let f “ fA be the
linear map associated to A. Let pA1, b1q be the outcome of the algorithm with A1 in REF.
Let B be the matrix such that pA1, b1q “ BpA, bq, in particular b1 “ Bb.

Theorem 2.10.12 (Solving linear systems). (1) The image of f is of dimension r, so
the rank of A is r. The image of f is the space of all b P Km such that Cb “ 0, where
C PMm´r,mpKq is the matrix with m´ r rows given by the last m´ r rows of B. A basis
of Impfq is the set of all columns Cj of the original matrix A such that the j-th column
of A1 is not free.

(2) The kernel of f is of dimension n ´ r, which is also the number of free columns.
A basis is obtained as follows: for each free column C 1j of A1, there is unique vector
vj P KerpfAq with j-th row equal to 1, and with i-th row equal to 0 for all i ­“ j such that
C 1i is free. Then tvj | C

1
j freeu is a basis of Kerpfq.

We give a short proof, without justifying all steps in detail. The result will be il-
lustrated in examples later, and for this lecture, the goal is to be able to exploit it in
concrete cases.

Proof. (1) The image of f is the set of all b such that Ax “ b has a solution, or
equivalently of those b such that A1x “ b1 “ Bb has a solution. Since the last m´ r rows
of A1 are zero, the last m´ r equations of the system A1x “ Bb are of the form 0 “ Cb.
Therefore, it is necessary that Cb “ 0 for a solution to exist. Conversely, assume that
this condition is satisfied. If we fix all variables xj to be 0 when the j-th column is free,
the system becomes a triangular system with the remaining variables. The r-th equation
determines the value of the variable xj where j is the largest index of a non-free column,
then the pr´ 1q-st equation determines the value of the previous, one, etc, and we find a
solution by going backwards.

Moreover, for the matrix A1, this solution shows that the image of fA1 has the non-free
columns C 1j of A1 as a basis. But the restriction of fB to Impfq is an isomorphism from
Impfq to ImpfA1q. Therefore a basis of Impfq is

tB´1C 1j | C
1
j non freeu “ tCj | C

1
j non free.u.

(2) Since rankpfq “ r by (1), Theorem 2.8.4 shows that dim KerpfAq “ n ´ r, the
number of free columns.

When solving the equation Ax “ 0, or equivalently A1x “ 0 (since b1 “ 0 when b “ 0),
we see that we can fix arbitrarily the unknowns xj for j such that C 1j is a free column,
and that for any such fixed choice, there exists a solution. This means that the linear
map

g : KerpfAq ÝÑ Kn´r

defined by sending pxjq to pxjqC1j free is surjective. Since the two spaces have dimension

n´ r, it is an isomorphism. The vectors vj described in the statement are precisely those
such that gpvjq has one coefficient equal to 1, and all others 0. The set tgpvjqu is therefore
a basis of Kn´r, and therefore tvju is a basis of KerpfAq. �
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The following examples not only illustrate the result (explaining its meaning), but
also verify the claims in specific cases.

Example 2.10.13. (1) Let

pA, bq “

¨

˝

0 2 3 4 1 17 b1

0 0 0 0 7 2 b2

0 0 0 0 0 0 b3

˛

‚

It is already REF, so B “ 13 and C is the third row of B, namely

C “ p0 0 1q.

The corresponding system of equations is

2x2 `3x3 `4x4 `x5 `17x6 “ b1

7x5 `2x6 “ b2

0 “ b3

A necessary condition for the existence of a solution is that b3 “ Cb “ 0. Assume that
this is the case. Then fix x1 “ x3 “ x4 “ x6 “ 0. The conditions for a solution with
these values is

2x2 `x5 “ b1

7x5 “ b2,

which has the solution

x5 “ b2{7, x2 “
1
2
pb1 ´ x5q “ b1{2´ b2{14,

or

x “

¨

˚

˚

˚

˚

˚

˝

0
b1{2´ b2{14

0
0
b2{7

0

˛

‹

‹

‹

‹

‹

‚

.

So the image is exactly the space where b3 “ 0. A basis of this space is indeed given by
the two non-free columns of A1 “ A, namely

!

¨

˝

2
0
0

˛

‚,

¨

˝

1
7
0

˛

‚

)

.

To compute the kernel, take b1 “ b2 “ b3 “ 0. Fix arbitrarily the variables x1, x3, x4,
x6. Then we have a solution if and only if

2x2 `x5 “ ´3x3 ´ 4x4 ´ 17x6

7x5 “ ´2x6,

which has a unique solution

x5 “ ´
2x6

7
, x2 “

1

2
p´3x3 ´ 4x4 ´ 17x6 ´ x5q
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as before. So the kernel is the set of all vectors v of the form

v “

¨

˚

˚

˚

˚

˚

˝

x1
1
2
p´3x3 ´ 4x4 ´

117
7
x6q

x3

x4

´2
7
x6

x6

˛

‹

‹

‹

‹

‹

‚

.

A basis is

v1 “

¨

˚

˚

˚

˚

˚

˝

1
0
0
0
0
0

˛

‹

‹

‹

‹

‹

‚

, v2 “

¨

˚

˚

˚

˚

˚

˝

0
´3{2

1
0
0
0

˛

‹

‹

‹

‹

‹

‚

, v3 “

¨

˚

˚

˚

˚

˚

˝

0
´2
0
1
0
0

˛

‹

‹

‹

‹

‹

‚

, v4 “

¨

˚

˚

˚

˚

˚

˝

0
´117

14
0
0

´2{7
1

˛

‹

‹

‹

‹

‹

‚

Indeed, we have

v “ x1v1 ` x3v2 ` x4v3 ` x6v4,

which shows that tv1, v2, v3, v4u generates the kernel, and if

x1v1 ` x3v2 ` x4v3 ` x6v4 “ 0,

looking at the rows 1, 3, 4 and 6 shows that x1 “ x3 “ x4 “ x6 “ 0, so this set is also
linearly independent.

(2) Consider m “ n, and let A be a matrix such that the associated REF matrix A1

is upper-triangular with non-zero diagonal coefficients:

A1 “

¨

˚

˚

˝

a111 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

0 a122 ¨ ¨ ¨ ¨ ¨ ¨
...

...
...

...
0 ¨ ¨ ¨ 0 a1nn

˛

‹

‹

‚

with a1ij “ 0 if i ą j, and a1ii ­“ 0 for 1 ď i ď n. The number of non-zero rows is r “ n,
and none of the columns of A1 are free. This shows that f is surjective. Since m “ n, this
means that f is an isomorphism (Corollary 2.8.5), or in other words that A is invertible.
(In particular the kernel of f is t0u). Moreover, it shows that the columns of A form a
basis of Kn.

We might want to compute the inverse of A. This can be done by solving the linear
system A1x “ b1, which will give a unique solution x “ Db1 “ DBb for some matrix
D PMn,npKq, and then x is also the unique solution to Ax “ b, so that DB “ A´1.

(3) Let

pA, bq “

¨

˝

1 2 ´4 5 b1

3 7 0 ´1 b2

2 7 1 6 b3

˛

‚

as in Example 2.10.9 (1). We saw that the associated REF matrix A1 is given by

pA1, b1q “

¨

˝

1 2 ´4 5 b1

0 1 12 ´16 b2 ´ 3b1

0 0 ´27 44 b3 ´ 3b2 ` 7b1

˛

‚.
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Here we have r “ 3, which means that Impfq is K3, or in other words that f is surjective.
There is one free column of A1, the fourth one. So a basis of Impfq is

!

¨

˝

1
3
2

˛

‚,

¨

˝

2
7
7

˛

‚,

¨

˝

´4
0
1

˛

‚

)

.

Let b be an arbitrary vector in K3. To find a vector x P K4 with fpxq “ Ax “ b, we solve
the equation A1x “ b1: this gives the system

x1 `2x2 ´4x3 `5x4 “ b1

x2 `12x3 ´16x4 “ ´3b1 ` b2

´27x3 `44x4 “ 7b1 ´ 3b2 ` b3.

One sees that we can freely choose x4, and then determine uniquely the values of x1, x2,
x3. This corresponds to the fact that the solution set is of the form

tx0 ` x
1
| x1 P Kerpfqu

for any fixed solution x0 of Ax0 “ b (see Proposition 2.4.4 (4)). Precisely, we get

x3 “ ´
1

27
p7b1 ´ 3b2 ` b3 ´ 44x4q

x2 “ ´3b1 ´ b2 ` 16x4 ´ 12x3 “
b1

9
´
b2

3
`

4b3

9
´

32x4

9

x1 “ b1 ´ 2x2 ` 4x3 ´ 5x4 “ ´
7b1

27
`

10b2

9
´

28b3

27
`

233x4

27
.

The kernel of f is of dimension 1. To obtain a generator we consider a vector of the
form

v4 “

¨

˚

˚

˝

x1

x2

x3

1

˛

‹

‹

‚

(since the fourth column is free) and solve the equation Ax “ 0, or equivalently A1x “ 0.
This can be done using the formula above with b1 “ b2 “ b3 “ 0: we find

v4 “

¨

˝

´151{27
32{9
44{27

˛

‚.

(4) As an example of the situation of Example 2, take

A “

¨

˝

1 2 3
4 5 6
7 8 10

˛

‚.

We will compute the inverse of A. We begin by applying the Gaussian Algorithm to
obtain the associated REF form of the extended matrix, indicating on the left the row
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operation that we perform:

pA, bq ù

R1

R2 ´ 4R1

R3 ´ 7R1

¨

˝

1 2 3 b1

0 ´3 ´6 ´4b1 ` b2

0 ´6 ´11 ´7b1 ` b3

˛

‚

ù

R1

R2

R3 ´ 2R2

¨

˝

1 2 3 b1

0 ´3 ´6 ´4b1 ` b2

0 0 1 b1 ´ 2b2 ` b3

˛

‚.

This REF form is indeed upper-triangular with non-zero coefficients on the diagonal. To
find the inverse A´1 we solve for Ax “ b, or equivalently for A1x “ b1, that is

x1 `2x2 `3x3 “ b1

´3x2 ´6x3 “ ´4b1 ` b2

x3 “ b1 ´ 2b2 ` b3,

which gives

x1 “ ´2x2 ´ 3x3 ` b1 “ ´
2

3
b1 ´

4

3
b2 ` b3

x2 “ ´
1

3
p´4b1 ` b2 ` 6x3q “ ´

2b1

3
`

11b2

3
´ 2b3

x3 “ b1 ´ 2b2 ` b3,

which means that

A´1
“

¨

˝

´2{3 ´4{3 1
´2{3 11{3 ´2

1 ´2 1

˛

‚.

A concrete consequence of the Gauss Algorithm is a very useful matrix factorization
for “almost all” square matrices.

Definition 2.10.14 (Regular matrix). A matrix A P Mn,npKq is regular if the
Gaussian Elimination to the REF form A1 described above can be run only with row
operations of the type R1j “ Rj ´ tRi with j ą i (in particular without any exchange of
rows).

Remark 2.10.15. Warning! Some people use the adjective “regular” to refer to
matrices which are invertible. This is not our convention! A matrix can be regular
according to the previous definition even if it is not invertible.

The examples we have seen were all of this type, and indeed “random” choices of
coefficients will lead to regular matrices.

Definition 2.10.16 (Triangular matrices). Let A “ paijq P Mn,npKq. The matrix A
is upper-triangular if aij “ 0 if i ą j, and A is lower-triangular if aij “ 0 if j ą i.

Example 2.10.17. (1) Note that there is no condition about the values of the diagonal
coefficients, which may be zero or not. The matrices

¨

˝

1 2 3
0 5 0
0 0 9

˛

‚,

ˆ

0 5
0 0

˙

are upper-triangular, and
¨

˝

1 0 0
0 5 0
1 ´3 9

˛

‚,

ˆ

1 0
´3 2

˙
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are lower-triangular.
(2) If a matrix A “ paijq P Mn,npKq is both upper-triangular and lower-triangular,

then it is a diagonal matrix: aij “ 0 unless i “ j.
(3) Let A be a REF matrix in Mn,npKq. Then A is upper-triangular: the condition

that i ÞÑ NpRiq is strictly increasing unless the row is 0 implies that NpRiq ě i ´ 1, so
aij “ 0 if j ď i´ 1.

Note that the converse is not true: for instance the matrix
¨

˝

1 1 1
0 0 3
0 0 4

˛

‚

is upper-triangular but is not in REF.

Lemma 2.10.18. (1) The matrix product BA of matrices B and A in Mn,npKq which
are both upper-triangular (resp. lower-triangular) is upper-triangular (resp. lower-
triangular). Moreover, if A “ paijq, B “ pbijq and C “ pcijq, then we have cii “ biiaii for
all i.

(2) An upper-triangular (resp. lower-triangular) matrix A is invertible if and only if
aii ­“ 0 for 1 ď i ď n. In that case, A´1 is upper-triangular (resp. lower-triangular) and
the diagonal coefficients of A´1 are a´1

ii .

Proof. We consider only the upper-triangular case.
(1) We have the formula

cij “
n
ÿ

k“1

bikakj

for all i and j. If i ą j, then for any k between one and n, either i ą k or k ě i ą j,
so either bik “ 0 or akj “ 0 since A and B are upper-triangular. So cij “ 0 if i ą j. On
the other hand, for i “ j, then for 1 ď k ď n, we have i ą k or k ą j unless k “ i “ j.
Therefore

cii “ biiaii.

(2) The matrix A is REF. We know that all columns are non-free if the diagonal
coefficients are all non-zero (Example 2.10.13 (2)), and that A is invertible in that case.

Conversely, if there is a j such that ajj “ 0, and j is the smallest such integer, then
the j-th column of A is free (because either j “ 1, and the first column of A is zero,
or else aj´1,j´1 ­“ 0). So Theorem 2.10.12 implies that KerpfAq ­“ t0u, so that A is not
invertible.

Assume that aii ­“ 0 for all i. To compute the inverse of A, we need solve the system

a11x1 ` ¨ ¨ ¨ ` ¨ ¨ ¨ `a1nxn “ b1

a22x2 ` ¨ ¨ ¨ `a2nxn “ b2
...

...
annxn “ bn

with unknowns xj. We see that we get formulas of the type

x1 “ b1
a11
` c12b2 ` ¨ ¨ ¨ ` c1nbn

...
...

xn “ 1
ann

bn
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(for some coefficients cij P K) which means that the inverse matrix of A that expresses x
in terms of b is also upper-triangular, namely it is

A´1
“

¨

˚

˚

˝

a´1
11 c12 ¨ ¨ ¨ ¨ ¨ ¨

0 a´1
22 ¨ ¨ ¨ ¨ ¨ ¨

...
...

0 ¨ ¨ ¨ 0 a´1
nn

˛

‹

‹

‚

The diagonal coefficients are indeed 1{aii.
This might seem a bit unrigorous, so here is another argument by induction on n.

The case n “ 1 is clear. So suppose that A P Mn,npKq is upper-triangular, and that we
know the property for matrices of size n´ 1. The equations

Ax “ b

can be restated as
a11x1 ` ¨ ¨ ¨ ` ¨ ¨ ¨ `a1nxn “ b1

Ãx̃ “ b̃

where Ã PMn´1,n´1pKq is the matrix
¨

˚

˚

˝

a22 ¨ ¨ ¨ ¨ ¨ ¨ a2n

0 a33 ¨ ¨ ¨ a3n
...

...
0 ¨ ¨ ¨ 0 ann

˛

‹

‹

‚

and x̃ “ pxjq2ďjďn, b̃ “ pbjq2ďjďn (this is the translation of the fact that only the first

equation in the original system involve the variable x1). Since Ã is upper-triangular

with non-zero diagonal coefficients, by induction, there is a unique solution x̃ “ Ã´1b̃ “
px̃jq2ďjďn, and the diagonal coefficients of the inverse matrix Ã´1 are 1{a22, . . . , 1{ann.
But then the unique solution to Ax “ b is

x “
´ 1

a11

pb1 ´ a12x̃2 ´ ¨ ¨ ¨ ´ a1nx̃nq, x̃2, . . . , x̃nq.

So A is invertible, and the inverse is upper-triangular: it is

A´1
“

ˆ

a´1
11 ¨ ¨ ¨

0 Ã

˙

in block form. The first diagonal coefficient is 1{a11 because x̃j, j ě 2, is a function of
bj, j ě 2, only. �

Proposition 2.10.19 (LR decomposition). Let A be a regular matrix.
(1) There exists an upper-triangular matrix R and a lower-triangular matrix L “ plijq

with lii “ 1 for all i, such that A “ LR.
(2) The matrix A is invertible if and only if R is invertible. If that is the case, then

L and R are unique.

Proof. (1) Consider the REF form A1 of A and the matrix B such that BA “ A1.
Then A1 is upper-triangular, and because no exchanges were made, the matrix B is a
product of matrices 1n ´ tEji with j ą i, which are lower-triangular (see the proof of
Lemma 2.10.8 and the description of the algorithm: when there is no exchange, we always
perform operations Rj ù Rj´tRi with j ą i, in which case Eji is lower-triangular). This
means that B is lower-triangular as a product of lower-triangular matrices. Moreover,
because all intermediate matrices 1m ´ tEji have all diagonal coefficients equal to 1, the
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same is true for B, and then for its inverse B´1, which is also lower-triangular by the
previous lemma. So we get A “ B´1A1, and L “ B´1, R “ A1 has the claimed properties.

(2) Since A “ LR and L is invertible (because the diagonal coefficients of L ar equal
to 1 and Lemma 2.10.18 (2)), we see that A is invertible if R is. And since R “ L´1A,
we see that conversely R is invertible if A is.

Assume that A is invertible and regular. To check uniqueness of L and R, assume
that

L1R1 “ L2R2

with Li lower-triangular with diagonal coefficients 1 and Ri upper-triangular (note that
here Ri does not refer to a row of a matrix). Since the matrices L2 and R1 are invertible,
as we observed, and

L´1
2 L1 “ R2R

´1
1 .

The left-hand side is lower-triangular with coefficients 1 on the diagonal. The right-hand
side is upper-triangular. By Example 2.10.17 (2), this means that L´1

2 L1 is diagonal,
and since the coefficients are 1, this means that L´1

2 L1 “ 1n, or L1 “ L2. But then
L1R1 “ L1R2 implies R1 “ R2 also by multiplying by the inverse of L1. �

Example 2.10.20. (1) Let A be the matrix of Example 2.10.13 (4):

A “

¨

˝

1 2 3
4 5 6
7 8 10

˛

‚.

We obtained the REF form

pA, bq ù pA1, b1q “

¨

˝

1 2 3 b1

0 ´3 ´6 ´4b1 ` b2

0 0 1 b1 ´ 2b2 ` b3

˛

‚.

From the last column of pA1, b1q, we have

B “

¨

˝

1 0 0
´4 1 0
1 ´2 1

˛

‚.

We can compute the lower-triangular matrix B´1 by solving for b the system Bb “ b1:

b1 “ b11
´4b1 `b2 “ b12
b1 ´2b2 `b3 “ b13

This gives
b1 “ b11
b2 “ 4b11 ` b

1
2

b3 “ 7b11 ` 2b12 ` b
1
3,

so that

B´1
“

¨

˝

1 0 0
4 1 0
7 2 1

˛

‚.

The LR decomposition of A is then

A “

¨

˝

1 0 0
4 1 0
7 2 1

˛

‚

¨

˝

1 2 3
0 ´3 ´6
0 0 1

˛

‚.
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(2) Proposition 2.10.19 does not extend to all matrices. For instance, the (non-regular)
matrix

ˆ

0 1
1 1

˙

PM2,2pKq

does not have an LR decomposition, because this would mean an identity
ˆ

0 1
1 1

˙

“

ˆ

1 0
t 1

˙ˆ

a b
0 d

˙

“

ˆ

a b
at bt` d

˙

for some coefficients pt, a, b, dq P K4. But this equality would imply that a “ 0 and then
we would get the contradiction 1 “ 0 from the first coefficient on the second row.

2.11. Applications

We next discuss the applications of Gaussian Elimination to the solution of many
concrete problems of linear algebra.

Consider the following problems involving finite-dimensional vector spaces V1 and V2

and a linear map f : V1 ÝÑ V2:

(1) Determine the kernel of f ;
(2) Determine the image of f ;
(3) Determine the rank of f ;
(4) If f is bijective, find the inverse of f ;
(5) For a basis or finite generating set S of V1 and a vector v P V1, express v as a

linear combination of elements of S;
(6) For a subset S of V1, determine the subspace generated by S, in particuler,

determine whether S is a generating set;
(7) For a finite subset S of V1, determine whether S is linearly independent;
(8) For a linearly independent subset T of V1, find a basis of V1 containing T ;
(9) For a generating set T of V1, find a basis of V1 contained in T ;

(10) For a subspace W of V1, given as the kernel of a linear map, determine a basis
of W , and in particular, determine the dimension of W ;

(11) For a subspace W of V1, given by a generating set, determine a linear map f
such that W “ Kerpfq;

(12) For subspaces W1 and W2 of V1, determine the intersection W1 XW2.

We will show that all of these questions can be reduced to the problem of resolving
systems of linear equations, as described in the previous section.

We begin with a discussion of what it means to “determine” a subspace W of a vector
space V , as is often required in the list of problems. There are actually two equally
important ways this might be considered to be solved:

(a) Give a basis pv1, . . . , vkq of W . This gives an easy answer to the question: “What
are some elements of the subspace W?” Indeed, any linear combination of the basis
vectors is in W , and no other vector.

(b) Find another vector space V1 and a linear map V ÝÑ V1 such that W “ Kerpfq.
This is useful because, if the linear map is given with concrete formulas, it will be easy to
compute fpvq for v P V , and in particular it will be easy to answer the question: “Does
a vector v P V belong to the subspace W or not?”

Depending on the problem to solve, it might be more important to have a description
of the first, or of the second kind. Problems (10) and (11) of the list above can be
interpreted as saying: “given a description of one kind, find one of the other kind.” If
we can solve these, then other problems where one has to “determine” a subspace can be
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solved by providing either a description of type (a) or of type (b), since we can go back
and forth.

We first show how one reduces all problems of the list above to systems of linear
equations in the special case where V1 “ Kn and V2 “ Km. Then we will quickly explain
how bases are used to reduce the general case to that one. (Note that we do not attempt
to describe what is the most efficient solution...)

(1) Determine the kernel of f : express f “ fA for some matrix A “ paijq PMm,npKq,
and apply Theorem 2.10.12 (2).

(2) Determine the image of f : express f “ fA for some matrix A “ paijq PMm,npKq,
and apply Theorem 2.10.12 (1).

(3) Determine the rank of f : express f “ fA for some matrix A “ paijq PMm,npKq,
and apply Theorem 2.10.12 (1).

(4) If f is bijective, find the inverse of f : express f “ fA for some matrix A “

paijq P Mm,npKq, reduce it to REF form and express the solution x of A1x “ b1

as a linear map of b.
(5) For a basis or finite generating set S of V1 and a vector v P V1, express v as a

linear combination of elements of S: let S “ tv1, . . . , vku (with k ě n since this
is a generating set); solve the system

t1v1 ` ¨ ¨ ¨ ` tkvk “ v,

which is a linear system with n equations (corresponding to the coordinates of
v) and k unknowns.

(6) For a finite subset S of V1, determine the subspace generated by S: let S “

tv1, . . . , vku; consider the linear map gS : Kk ÝÑ Kn such that

gS

´

¨

˝

t1
...
tk

˛

‚

¯

“ t1v1 ` ¨ ¨ ¨ ` tkvk;

then compute the image of gS (Problem (2)); we have then xSy “ ImpgSq. (Al-
ternative: to find a basis of xSy, check if S is linearly independent (Problem (7)
below); if not, remove from S a vector v P S such that

v P xS ´ tvuy,

until a linearly independent set is found; it is then a basis of xSy.)
(7) For a finite subset S of V1, determine whether S is linearly independent, and if

not, find a non-trivial linear relation between elements of S: if S “ tv1, . . . , vku
with

vi “

¨

˝

a1j
...
anj

˛

‚, 1 ď i ď k

solve the linear system of equations

a11x1 ` ¨ ¨ ¨ ` a1kxk “ 0

. . .

an1x1 ` ¨ ¨ ¨ ` ankxk “ 0

with n equations and k unknowns x1, . . . , xk; then S is linearly dependent if and
only if there exists a solution pxiq where not all xi are equal to 0; a corresponding
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non-trivial linear relation is

x1v1 ` ¨ ¨ ¨ ` xkvk “ 0.

(8) For a linearly independent subset T of V1, find a basis of V1 containing T : assume
T “ tv1, . . . , vku; let

vk`1 “

¨

˝

x1
...
xn

˛

‚

where the xi are unknown; find pxiq such that pv1, . . . , vk`1q are linearly indepen-
dent (Problem (7)); then continue until a linearly independent set of n elements
is found. (Alternatively, if k ă n, choose the vector vk`1 “at random” and check
the linear independence for such a specific choice, and if it fails, pick another
random choice, etc).

(9) For a generating set T of V1, find a basis of V1 contained in T : find a basis of
the subspace generated by T (Problem (6)).

(10) For a subspace W of V1, given as the kernel of a linear map g : V1 ÝÑ Kk,
determine a basis of W : determine the kernel of the linear map (Problem (1)).

(11) For a subspace W of V1, given by a finite generating set S of W , determine a
linear map f such that W “ Kerpfq: write S “ tv1, . . . , vku for some vectors

vj “

¨

˝

a1j
...
anj

˛

‚

and let A be the matrix paijq PMn,kpKq. The linear map fA is simply the map
¨

˝

t1
...
tk

˛

‚ ÞÑ t1v1 ` ¨ ¨ ¨ ` tkvk,

and has image equal to W . Apply Theorem 2.10.12 (1) to compute the image
of fA: one finds that W is the set of vectors b P Kn such that Cb “ 0 for
some matrix C. The linear map g : b ÞÑ Cb is then a linear map such that
W “ Kerpgq.

(12) For subspaces W1 and W2 of V1, determine the intersection W1 XW2: express
W1 and W2 as the kernels of linear maps f1 and f2 (Problem (11)), with fi :
V1 ÝÑ Kdi . Then W1 XW2 “ Kerpfq where

f : V1 ÝÑ Kd1`d2

is given by

fpvq “ pf1pvq, f2pvqq;

compute this kernel (Problem (1)).

Example 2.11.1. We illustrate some of these calculations with the following problem:
compute, by giving a basis and writing it as the kernel of a linear map, the intersection
W1 XW2 Ă R4 where

W1 “ x

¨

˚

˚

˝

1
0
3
´1

˛

‹

‹

‚

,

¨

˚

˚

˝

´2
1
0
4

˛

‹

‹

‚

¨

˚

˚

˝

1
1
5
5

˛

‹

‹

‚

y
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and

W2 “ x

¨

˚

˚

˝

1
3
´2
1

˛

‹

‹

‚

,

¨

˚

˚

˝

0
1
´1
´6

˛

‹

‹

‚

¨

˚

˚

˝

2
5
´3
4

˛

‹

‹

‚

y

Let

pA1, bq “

¨

˚

˚

˝

1 ´2 1 b1

0 1 1 b2

3 0 5 b3

´1 4 5 b4

˛

‹

‹

‚

, pA2, bq “

¨

˚

˚

˝

1 0 2 b1

3 1 5 b2

´2 ´1 ´3 b3

1 ´6 4 b4

˛

‹

‹

‚

be the corresponding extended matrices, so Wi is the subspace generated by the columns
of Ai. We reduce pA1, bq and pA2, bq to REF. First for pA1, bq:

pA1, bq ù

R1

R2

R3 ´ 3R1

R4 `R1

¨

˚

˚

˝

1 ´2 1 b1

0 1 1 b2

0 6 2 b3 ´ 3b1

0 2 6 b4 ` b1

˛

‹

‹

‚

ù

R1

R2

R3 ´ 6R2

R4 ´ 2R2

¨

˚

˚

˝

1 ´2 1 b1

0 1 1 b2

0 0 ´4 ´3b1 ´ 6b2 ` b3

0 0 4 b1 ´ 2b2 ` b4

˛

‹

‹

‚

ù

R1

R2

R3

R4 `R3

¨

˚

˚

˝

1 ´2 1 b1

0 1 1 b2

0 0 ´4 ´3b1 ´ 6b2 ` b3

0 0 0 ´2b1 ´ 8b2 ` b3 ` b4

˛

‹

‹

‚

.

This means that W1, which is the image of the linear map fA : K3 Ñ K4, is also the
subspace

W1 “

!

¨

˚

˚

˝

b1

b2

b3

b4

˛

‹

‹

‚

| ´2b1 ´ 8b2 ` b3 ` b4 “ 0
)

.

Next for pA2, bq, where we note that we will use an exchange of rows:

pA2, bq ù

R1

R2 ´ 3R1

R3 ` 2R1

R4 ´R1

¨

˚

˚

˝

1 0 2 b1

0 1 ´1 ´3b1 ` b2

0 ´1 1 2b1 ` b3

0 ´6 2 ´b1 ` b4

˛

‹

‹

‚

ù

R1

R2

R3 `R2

R4 ` 6R2

¨

˚

˚

˝

1 0 2 b1

0 1 ´1 ´3b1 ` b2

0 0 0 ´b1 ` b2 ` b3

0 0 ´4 ´19b1 ` 6b2 ` b4

˛

‹

‹

‚

ù

R1

R2

R4

R3

¨

˚

˚

˝

1 0 2 b1

0 1 ´1 ´3b1 ` b2

0 0 ´4 ´19b1 ` 6b2 ` b4

0 0 0 ´b1 ` b2 ` b3

˛

‹

‹

‚

.

Hence

W2 “

!

¨

˚

˚

˝

b1

b2

b3

b4

˛

‹

‹

‚

| ´b1 ` b2 ` b3 “ 0
)

We can now describe W1 XW2 as a kernel: it is Kerpfq, where

f
´

¨

˚

˚

˝

b1

b2

b3

b4

˛

‹

‹

‚

¯

“

ˆ

´2b1 ´ 8b2 ` b3 ` b4

´b1 ` b2 ` b3

˙

.
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To find a basis of W1 XW2 (in particular, to find its dimension), we reduce to REF the
matrix

A “

ˆ

´2 ´8 1 1
´1 1 1 0

˙

such that f “ fA. We find

pA, bq “

ˆ

´2 ´8 1 1 b1

´1 1 1 0 b2

˙

ù
R1

R2 ´R1{2

ˆ

´2 ´8 1 1 b1

0 5 1{2 ´1{2 ´b1{2` b2

˙

This is in REF form and the free columns are the third and fourth. So by Theorem 2.10.12
(2), there is a basis with two vectors pv3, v4q with

v3 “

¨

˚

˚

˝

a
b
1
0

˛

‹

‹

‚

, v4 “

¨

˚

˚

˝

c
d
0
1

˛

‹

‹

‚

for some real numbers pa, b, c, dq; in particular dimpW1 XW2q “ 2. The corresponding
systems of equations for these vectors to belong to W1 XW2 “ Kerpfq are

´2a ´8b `1 “ 0
5b `1{2 “ 0

,
´2c ´8d `1 “ 0

5d ´1{2 “ 0

which we solve to find

v3 “

¨

˚

˚

˝

9{10
´1{10

1
0

˛

‹

‹

‚

v4 “

¨

˚

˚

˝

1{10
1{10

0
1

˛

‹

‹

‚

.

(Note that, for peace of mind, it might be useful to check that these vectors do belong to
W1 XW2, to detect computational errors.)

Finally, what should one do to solve problems similar to the ones described above for
other vector spaces than Kn? The method is always the same: one fixes bases of the
vector spaces involved, and then translate the problem to Kn using the coordinates with
respect to the bases. After solving the problem in Kn, one translates the result back to
the original vector space, using the following facts:

Proposition 2.11.2. Let V1 and V2 be finite-dimensional vector spaces and f : V1 Ñ

V2 a linear map. Let

B1 “ pe1, . . . , enq, B2 “ pf1, . . . , fmq

be ordered bases of V1 and V2 respectively, and let A “ Matpf ;B1, B2q.
(1) The dimension of Kerpfq and of KerpfAq are the same; we have

Kerpfq “
!

t1e1 ` ¨ ¨ ¨ ` tnen P V1 |

¨

˝

t1
...
tn

˛

‚P KerpfAq
)

.

(2) The rank of f and of fA, and the rank of A, are equal; we have

Impfq “
!

s1f1 ` ¨ ¨ ¨ ` smfn P V2 |

¨

˝

s1
...
sm

˛

‚P ImpfAq
)

.
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Proof. (1) By Lemma 2.9.9, we get

Kerpfq “
!

t1e1 ` ¨ ¨ ¨ ` tnen P V1 |

¨

˝

t1
...
tn

˛

‚P Kerpfaq
)

and since the right-hand side has dimension dim KerpfAq (because the linear map

¨

˝

t1
...
tn

˛

‚ ÞÑ t1e1 ` ¨ ¨ ¨ ` tnen

is an isomorphism), the equality of dimensions follow.
(2) Similarly, Lemma 2.9.9 gives the equality

Impfq “
!

s1f1 ` ¨ ¨ ¨ ` smfn P V2 |

¨

˝

s1
...
sm

˛

‚P ImpfAq
)

,

and since the right-hand side has dimension rankpfAq, we get the equality of dimensions.
�

We illustrate this principle with a simple example.

Example 2.11.3. For n ě 0, let

Vn “ tP “ a0 ` a1x` ¨ ¨ ¨ ` anx
n
P RrXs | ai P Ru.

This is a finite-dimensional vector space with basis Bn “ pP0, . . . , Pnq where Pipxq “ xi

(by definition, these functions generate Vn and by Example 2.6.5 (5), they are linearly
independent).

Consider the linear map

f

#

V3 ÝÑ V4

P ÞÑ px` 2qP.

We ask to determine the kernel and image of f . To do this we use the bases B3 and B4.
The computations

fpP0q “ x` 2 “ 2P0 ` P1, fpP1q “ 2P1 ` P2,

fpP2q “ 2P2 ` P3, fpP3q “ 2P3 ` P4

show that the matrix Matpf ;B3, B4q is

A “

¨

˚

˚

˚

˚

˝

2 0 0 0
1 2 0 0
0 1 2 0
0 0 1 2
0 0 0 1

˛

‹

‹

‹

‹

‚

.

52



We transform the matrix to REF:

pA, bq ù

R1

R2 ´
1
2
R1

R3

R4

R5

¨

˚

˚

˚

˚

˝

2 0 0 0 b1

0 2 0 0 ´b1{2` b2

0 1 2 0 b3

0 0 1 2 b4

0 0 0 1 b5

˛

‹

‹

‹

‹

‚

ù

R1

R2

R3 ´
1
2
R2

R4

R5

¨

˚

˚

˚

˚

˝

2 0 0 0 b1

0 2 0 0 ´b1{2` b2

0 0 2 0 b1{4´ b2{2` b3

0 0 1 2 b4

0 0 0 1 b5

˛

‹

‹

‹

‹

‚

ù

R1

R2

R3

R4 ´
1
2
R3

R5

¨

˚

˚

˚

˚

˝

2 0 0 0 b1

0 2 0 0 ´b1{2` b2

0 0 2 0 b1{4´ b2{2` b3

0 0 0 2 ´b1{8` b2{4´ b3{2` b4

0 0 0 1 b5

˛

‹

‹

‹

‹

‚

ù

R1

R2

R3

R4

R5 ´
1
2
R4

¨

˚

˚

˚

˚

˝

2 0 0 0 b1

0 2 0 0 ´b1{2` b2

0 0 2 0 b1{4´ b2{2` b3

0 0 0 2 ´b1{8` b2{4´ b3{2` b4

0 0 0 0 b1{16´ b2{8` b3{4´ b4{2` b5.

˛

‹

‹

‹

‹

‚

.

This shows that the rank of fA is 4, and since there are no free columns, that fA is
injective. The same is then true for f . Moreover, since the vector b “ pbiq corresponds
in the basis B4 to the polynomial

Q “ b1P0 ` ¨ ¨ ¨ ` b5P4 P V4,

we obtain the characterization

Impfq “ tQpxq “ a0 ` a1x` ¨ ¨ ¨ ` a4x
4
P V4 | a0{16´ a1{8` a2{4´ a3{2` a4 “ 0u.

We could have guessed this result as follows: if Q “ fpP q “ px ` 2qP , then we get
Qp´2q “ 0, so the image of f must be contained in the subspace

W “ tQ P V4 | Qp´2q “ 0u.

But note that for Qpxq “ a0 ` a1x` ¨ ¨ ¨ ` a4x
4, we have

Qp´2q “ a0 ´ 2a1 ` 4a2 ´ 8a3 ` 16a4 “ 16pa0{16´ a1{8` a2{4´ a3{2` a4q,

so that the space Impfq that we computed using the REF form is in fact exactly equal
to W .

This illustrates another important point: if a linear map is defined “abstractly” on
some vector space that is not Kn, it might well be that one can compute its image
and kernel “by pure thought”, and not by a complicated implementation of the Gauss
Algorithm.
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CHAPTER 3

Determinants

3.1. Axiomatic characterization

The determinant of a matrix A PMn,npKq provides a single number detpAq P K such
that A is invertible if and only if detpAq ­“ 0. Moreover, there is an explicit formula for
detpAq in terms of the coefficients of A. This is quite wonderful at first sight, but in fact it
is mostly a theoretical tool: except for very small values of n, the computation of detpAq
using this formula is absolutely impossible; for instance, for n “ 70 (which corresponds
to rather small matrices from the point of view of actual numerical analysis), this would
require ě 10100 operations! There are faster methods (the Gauss Algorithm gives one),
but these will usually solve completely the linear system Ax “ b, not only determine
whether it is always solvable with a unique solution!

Nevertheless, determinants are important to investigate many theoretical aspects of
linear algebra, and their geometric interpretation appears in multi-variable calculus.

We present the determinants, as is customary, in an axiomatic manner: stating a
list of properties that completely determine the determinant. Then we will prove the
existence and uniqueness statements.

We first have two definitions.

Definition 3.1.1 (Multilinear map). Let V and W be vector spaces over K. Let
n ě 1 be an integer. A map

f : V n
ÝÑ W

is called multilinear if, for every i with 1 ď i ď n, and for every pv1, . . . , vnq P V
n, the

map V Ñ W defined by

v ÞÑ fpv1, . . . , vi´1, v, vi`1, . . . , vnq

is linear. If n “ 2, one says that f is bilinear, if n “ 3 that it is trilinear.

In other words, to say that f is multilinear means that for any i with 1 ď i ď n, and
for any vectors v1, . . . , vi´1, vi, v

1
i, vi`1, . . . , vn and any elements t, t1 P K, we have

fpv1, . . . , vi´1, tvi ` t
1v1i, vi`1, ¨ ¨ ¨ , vnq “ tfpv1, . . . , vi´1, vi, vi`1, ¨ ¨ ¨ , vnq`

t1fpv1, . . . , vi´1, v
1
i, vi`1, ¨ ¨ ¨ , vnq.

In particular, if f is multilinear, we have

fpv1, . . . , vnq “ 0

if there exists some j such that vj “ 0, and

fpv1, . . . , vi´1, tvi, vi`1, . . . , vnq “ tfpv1, . . . , vnq.

Example 3.1.2. Consider V “ W “ K. The multiplication map m : R2 Ñ R such
that mpx, yq “ xy is bilinear: we have

mpt1x1 ` t2x2, yq “ t1x1y ` t2x2y “ t1mpx1, yq ` t2mpx2, yq
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and similarly mpx, t1y1 ` t2y2q “ t1mpx, y1q ` t2mpx, y2q. More generally, for n ě 1, the
map

f : Kn
ÝÑ K

such that fpx1, . . . , xnq “ x1 ¨ ¨ ¨ xn is multilinear.

Definition 3.1.3 (Symmetric, alternating multilinear maps). Let V and W be vector
spaces over K. Let n ě 1 be an integer, and let

f : V n
ÝÑ W

be a multilinear map.
(1) The map f is said to be symmetric, if fpv1, . . . , vnq is not changed when two

arguments vi and vj are exchanged:

fpv1, . . . , vnq “ fpv1, . . . , vi´1, vj, vi`1, . . . , vj´1, vi, vj`1, . . . , vnq

for all pv1, . . . , vnq P V
n.

(2) The map f is said to be alternating, if fpv1, . . . , vnq “ 0W whenever two argu-
ments at least are equal, namely, whenever there exists i ­“ j such that vi “ vj.

Lemma 3.1.4. Let f : V n ÝÑ W be an alternating multilinear map.
(1) The value of f changes sign when two arguments vi and vj are exchanged:

fpv1, . . . , vnq “ ´fpv1, . . . , vi´1, vj, vi`1, . . . , vj´1, vi, vj`1, . . . , vnq

for all pv1, . . . , vnq P V
n and all i ­“ j.

(2) If there is a linear relation

t1v1 ` ¨ ¨ ¨ ` tnvn “ 0V

with not all ti zero, then fpv1, . . . , vnq “ 0W .
(3) Let 1 ď i ď n and let tj P K for 1 ď j ď n. Denote

w “
ÿ

j ­“i

tjvj.

Then
fpv1, . . . , vi´1, vi ` w, vi`1, . . . , vnq “ fpv1, . . . , vnq,

or in other words: the value of f is unchanged if one of the arguments vi is replaced by
vi ` w, where w is a linear combination of the other arguments.

Proof. (1) Consider

fpv1, . . . , vi´1, vi ` vj, vi`1, . . . , vj´1, vi ` vj, vj`1, . . .q.

Since f is alternating, this is equal to 0W . On the other hand, using the linearity with
respect to the i-th and j-th argument, we get

0W “ fpv1, . . . , vnq ` fpv1, . . . , vi´1, vj, vi`1, . . . , vj´1, vi, vj`1, . . .q

` fpv1, . . . , vi´1, vi, vi`1, . . . , vj´1, vi, vj`1, . . .q

` fpv1, . . . , vi´1, vj, vi`1, . . . , vj´1, vj, vj`1, . . .q,

and the last two terms are also zero by the alternating property.
(2) Suppose that ti ­“ 0. Then we get

vi “ ´
ÿ

1ďjďn
j ­“i

tj
ti
vj,
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and by multilinearity

fpv1, . . . , vnq “ ´
ÿ

1ďjďn
j ­“i

tj
ti
fpv1, . . . , vi´1, vj, vi`1, . . . , vnq “ 0W

by applying the alternating property to each of the values of f , where the j-th and i-th
arguments are the same.

(3) By multilinearity, we have

fpv1, . . . , vi´1, vi ` w, vi`1, . . . , vnq “ fpv1, . . . , vi´1, vi, vi`1, . . . , vnq

` fpv1, . . . , vi´1, w, vi`1, . . . , vnq.

The element w satisfies
1 ¨ w ´

ÿ

j ­“i

tjvj “ 0,

so by (2) the second term is equal to 0W . �

Remark 3.1.5. For K “ Q, or R or C, or most other fields, one can in fact that
the property (1) as definition of alternating multilinear maps. Indeed, if (1) holds, then
when vi “ vj with i ­“ j, we get by exchanging the i-th and j-th arguments the relation

fpv1, . . . , vnq “ ´fpv1, . . . , vnq,

and for such fields, it follows that fpv1, . . . , vnq “ 0, so that f is alternating.
However, the general theory of fields (see Chapter 9) allows for the possibility that this

relation is always true (this is the case for the field F2 with two elements, for instance).
In full generality, the “correct” definition of an alternating map is that in Definition 3.1.3.

Example 3.1.6. (1) The map f : Kn ÝÑ K such that

fpx1, . . . , xnq “ x1 ¨ ¨ ¨ xn

is multilinear and symmetric.
(2) If n “ 1, then any linear map is both symmetric and alternating.

Theorem 3.1.7 (Existence and uniqueness of determinants). Let K be a field, and
let V be a finite-dimensional vector space with dimpV q “ n ě 1. Let B “ pe1, . . . , enq be
a fixed ordered basis of V and let t0 P K be a fixed element of K.

There exists a unique alternating multilinear map

DB,t0 : V n
ÝÑ K

such that DB,t0pe1, . . . , enq “ t0.

For a specific choice, we obtain the determinant:

Corollary 3.1.8. Let K be a field, let n ě 1 and let V “ Kn be the n-dimensional
vector space of column vectors of size n. There exists a unique alternating multilinear
map

det : V n
ÝÑ K

such that, for the standard basis of Kn, we have

det
´

¨

˝

1
0
...

˛

‚,

¨

˝

0
1
...

˛

‚, . . . ,

¨

˝

0
...
1

˛

‚

¯

“ 1.

Proof. It suffices to take for B the standard basis of Kn, and t0 “ 1, so that
det “ DB,1 where D is the map of Theorem 3.1.7. �
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Definition 3.1.9 (Determinant of a matrix). Let K be a field and let n ě 1 be an
integer. The determinant of matrices is the map

det : Mn,npKq ÝÑ K

defined by detpAq “ detpC1, . . . , Cnq, where the vectors Ci P Kn are the columns of the
matrix A.

In principle, all properties of determinants should be computable from the defining
properties of Theorem 3.1.7, since this results shows that there is a unique map with
the stated properties. We illustrate this in Section 3.4, which the reader can read now if
desired. In the two intermediate sections, we will treat the example of n “ 2 and then
prove the existence and uniqueness in general.

As a matter of notation, one also denotes the determinant of a matrix A “ paijq by
writing the matrix between “straight brackets”: for instance, we write

det
´

ˆ

a b
c d

˙

¯

“

∣∣∣∣a b
c d

∣∣∣∣ .
3.2. Example

We illustrate and motivate a bit the construction of the next section by working out
the formula for n “ 2 from scratch.

For simplicity, we take V “ K2 and the standard basis B “ pe1, e2q with

e1 “

ˆ

1
0

˙

, e2 “

ˆ

0
1

˙

,

but we do not fix t0. We can interpret V 2 as the space of 2 ˆ 2 matrices by looking at
columns.

We first assume that a map
det : V 2

ÝÑ K

has the properties of Theorem 3.1.7, and will find a unique possible formula for it. We
will then check that this formula does indeed define an alternating bilinear map with
detpBq “ t0.

Consider how to compute

det
´

ˆ

a
b

˙

,

ˆ

c
d

˙

¯

.

We write
ˆ

a
b

˙

“ ae1 ` be2,

ˆ

c
d

˙

“ ce1 ` de2,

and use linearity with respect to the first argument to get

det
´

ˆ

a
b

˙

,

ˆ

c
d

˙

¯

“ detpae1 ` be2, ce1 ` de2q

“ a detpe1, ce1 ` de2q ` b detpe2, ce1 ` de2q.

For each of these two expressions, we use linearity with respect to the second argument
to get

det
´

ˆ

a
b

˙

,

ˆ

c
d

˙

¯

“ a
`

c detpe1, e1q ` d detpe1, e2q
˘

` b
`

c detpe2, e1q ` d detpe2, e2q
˘

.

The only determinants that remain have some basis vectors as arguments! But by as-
sumption we should have detpe1, e2q “ t0, and since det is assumed to be alternating,
we have detpe1, e1q “ detpe2, e2q “ 0. And again because det is alternating, we have
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detpe2, e1q “ ´ detpe1, e2q “ ´t0 (Lemma 3.1.4 (1)). So the determinant can only be the
map given by the formula

det
´

ˆ

a
b

˙

,

ˆ

c
d

˙

¯

“ pad´ bcqt0.

Now conversely, let’s define f : V 2 ÝÑ K by this formula. We will check that it is
indeed alternating and bilinear, and that fpBq “ t0.

The last condition is immediate. For bilinearity with respect to the first argument,
we have

f
´

t1

ˆ

a1

b1

˙

` t2

ˆ

a2

b2

˙

,

ˆ

c
d

˙

¯

“ f
´

ˆ

t1a1 ` t2a2

t1b1 ` t2b2

˙

,

ˆ

c
d

˙

¯

“ t0

´

pt1a1 ` t2a2qd´ pt1b1 ` t2b2qc
¯

“ t1t0pa1d´ b1cq ` t2t0pa2d´ b2cq

“ t1f
´

ˆ

a1

b1

˙

,

ˆ

c
d

˙

¯

` t2f
´

ˆ

a2

b2

˙

,

ˆ

c
d

˙

¯

.

Similarly, we check the bilinearity with respect to the second argument.
To check that f is alternating, we just compute

f
´

ˆ

a
b

˙

,

ˆ

a
b

˙

¯

“ t0pab´ abq “ 0.

We conclude:
Proposition 3.2.1. The determinant for M2,2pKq is given by

det
´

ˆ

a b
c d

˙

¯

“

∣∣∣∣a b
c d

∣∣∣∣ “ ad´ bc.

3.3. Uniqueness and existence of the determinant

We will prove Theorem 3.1.7 in this section. Some readers may prefer to first read the
next section, which proves the most important properties of the determinants, without
referring to any specific construction, but using instead the properties of Theorem 3.1.7
that make it unique.

For the uniqueness of the determinant, we can proceed essentially as in the previous
section.

We write B “ pe1, . . . , enq. Then we assume that D : V n ÝÑ K has the properties
of Theorem 3.1.7.

Let v1, . . . , vn be elements of V . We write

vj “ a1je1 ` ¨ ¨ ¨ ` anjen.

We want to show that Dpv1, . . . , vnq is determined by the multilinearity, the alternating
property, and the condition DpBq “ t0.

We use linearity with respect to each argument in term; this will lead to a big expres-
sion for Dpv1, . . . , vnq as a sum of nn different terms of the type

(3.1) ak1,1ak2,2 ¨ ¨ ¨ akn,nDpek1 , . . . , eknq,

where each index kj is between 1 and n. Among these terms, all those where there exist
i ­“ j with ki “ kj will be zero because D is alternating, and there would be twice the
same argument. So Dpv1, . . . , vnq must be the sum of these expressions where the map

i ÞÑ ki
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is injective. Since this maps sends the finite set t1, . . . , nu to itself, this means that it is
a bijection of t1, . . . , nu into itself.

The integers pk1, . . . , knq are not necessarily in order. But each integer from 1 to n
appears in the list, since the map i ÞÑ ki is surjective. By exchanging the k1-st argument
with that where kj “ 1, and repeating, using the consequence of the alternating property
from Lemma 3.1.4 (1), we see that for each term (3.1), there is a sign ε P t´1, 1u such
that

Dpek1 , . . . , eknq “ εDpe1, . . . , enq “ εt0.

Hence we find that Dpv1, . . . , vnq can indeed take only one value if we assume the basic
properties of Theorem 3.1.7. This proves the uniqueness.

Now we consider existence. There exist a number of different proofs of the existence
of the determinant. One idea is to write down the formula that arises from the previous
argument, and to check that it works (as we did for n “ 2).

We will use a slightly different idea that requires less notation. We proceed by induc-
tion on n. For n “ 1, and B “ pe1q a basis of V , the function

DB,t0pte1q “ t0t

satisfies the properties of Theorem 3.1.7. Now assume that the maps of Theorem 3.1.7
exist for vector spaces of dimension n´ 1 and all t0 P K. Define a vector space V1 to be
the subspace of V with basis B1 “ pekq2ďiďn. So dimpV1q “ n ´ 1. Let f : V ÝÑ V1 be
the linear map such that

fpt1e1 ` ¨ ¨ ¨ ` tnenq “ t2e2 ` ¨ ¨ ¨ ` tnen P V1.

By assumption, there exists an alternating multilinear map

D1 : V n´1
1 ÝÑ K

with D1pB1q “ t0. Then, writing as before

vi “ a1ie1 ` ¨ ¨ ¨ ` anien,

we define D : V n ÝÑ K by

(3.2) Dpv1, . . . , vnq “
n
ÿ

i“1

p´1qi´1a1iD1pfpv1q, . . . , fpvi´1q, fpvi`1q, . . . , fpvnqq,

where the i-th term in the sum omits the i-th vector fpviq.

Example 3.3.1. Consider V “ K3. Then V1 is isomorphic to K2, and the determinant
D1 is given by the previous section. This means that (for t0 “ 1) we define

D
´

¨

˝

a
b
c

˛

‚,

¨

˝

d
e
f

˛

‚,

¨

˝

g
h
i

˛

‚

¯

“ aD1

´

ˆ

e
f

˙

,

ˆ

h
i

˙

¯

´ dD1

´

ˆ

b
c

˙

,

ˆ

h
i

˙

¯

` gD1

´

ˆ

b
c

˙

,

ˆ

e
f

˙

¯

“ apei´ fhq ´ dpbi´ chq ` gpbf ´ ceq

“ aei` dhc` gbf ´ ceg ´ fha´ ibd.

Coming back to the general case, we claim that this map D has all the properties we
want. First, we get

Dpe1, . . . , enq “ 1 ¨D1pe2, . . . , enq “ D1pB1q “ t0

since a11 “ 1 and a1i “ 0 for i ě 2 in that case and fpv2q “ v2,. . . , fpvnq “ vn.
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Next we check multilinearity, for instance with respect to the first argument (the
others are similar). For any

v11 “ a111e1 ` ¨ ¨ ¨ ` a
1
n1en,

and any t1, t2 P K, we get

Dpt1v1 ` t2v
1
1, v2, . . . , vnq “ pt1a11 ` t2a

1
11qD1pfpv2q, . . . , fpvnqq`

n
ÿ

i“2

p´1qi´1a1iD1pfpt1v1 ` t2v
1
1q, . . . ,

zfpviq, . . . , fpvnqq,

(where the hat indicates that fpviq is omitted in the argument list in the last sum). Using
the linearity of f and the multilinearity of D1 with respect to the first argument, this is
equal to

t1

´

a11D1pfpv2q, . . . , fpvnqq `
n
ÿ

i“2

p´1qi´1a1iD1pfpv1q, . . . ,zfpviq, . . . , fpvnqq
¯

` t2

´

a111D1pfpv2q, . . . , fpvnqq `
n
ÿ

i“2

p´1qi´1a1iD1pfpv
1
1q, . . . ,

zfpviq, . . . , fpvnqq
¯

“ t1Dpv1, v2, . . . , vnq ` t2Dpv
1
1, v2, . . . , vnq.

Finally we check that D is alternating, which will complete the induction step and
the proof of Theorem 3.1.7. We consider the case where v1 “ v1, the others being similar.

We first consider i ě 3 and the i-th term in (3.2) for Dpv1, v1, v3, . . . , vnq. This is

p´1qi´1a1iD1pfpv1q, fpv1q, . . . , fpvi´1q, fpvi`1q, . . . , fpvnqq,

with fpviq omitted. Since D1 is alternating, this is equal to 0.
If i “ 1, we obtain

p´1q1´1a11D1pfpv1q, fpv3q, . . . , fpvnqq “ a11D1pfpv1q, fpv3q, . . . , fpvnqq.

Similarly, for i “ 2, we get

p´1q1´2a11D1pfpv1q, fpv3q, . . . , fpvnqq “ ´a11D1pfpv1q, fpv3q, . . . , fpvnqq.

The sum of these two terms is 0, so Dpv1, v1, v3, . . . , vnq “ 0.
The basic identity used in the proof is worth stating separately for matrices.

Proposition 3.3.2. Let n ě 1. Let A be a matrix in Mn,npKq. For 1 ď k, l ď n,
we denote by Apk,lq the matrix in Mn´1,n´1pKq obtained from A by removing the k-th row
and l-th column.

For 1 ď k ď n, we have the formula

detpAq “
n
ÿ

i“1

p´1qi´kaki detpApk,iqq,

called expansion of the determinant with respect to the k-th row.

Proof. For k “ 1, this is (3.2). The general case can be done similarly, taking care
of the signs. �

Example 3.3.3. Let n “ 3, and consider k “ 2. Then the formula is∣∣∣∣∣∣
a11 a12 a13

a21 a22 a23

a31 a32 a33

∣∣∣∣∣∣ “ ´a21

∣∣∣∣a12 a13

a32 a33

∣∣∣∣` a22

∣∣∣∣a11 a13

a31 a33

∣∣∣∣´ a23

∣∣∣∣a11 a12

a31 a32

∣∣∣∣ .
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3.4. Properties of the determinant

In this section we deduce the fundamental properties of the determinant directly from
Theorem 3.1.7, without using any specific features of any construction of the determi-
nants.

Theorem 3.4.1. Let K be a field and n ě 1. The determinant

det : Mn,npKq ÝÑ K

has the following properties:
(1) For any matrices A and B, we have

detpBAq “ detpBq detpAq “ detpAq detpBq “ detpABq.

(2) We have detpAq “ 0 if and only if A is not invertible, if and only if the columns
of A are linearly dependent, if and only if the columns of A do not form a basis of Kn.
If A is invertible, then detpA´1q “ detpAq´1.

Proof. Let B0 be the standard basis of Kn with column vectors forming the identity
matrix 1n.

(1) Fix a matrix B PMn,npKq. We consider the two maps

dB : Mn,npKq ÝÑ K, d1B : Mn,npKq ÝÑ K,

defined by

dBpAq “ detpBAq, d1BpAq “ detpBq detpAq.

We view these maps as defined on V n, where V “ Kn, where we interpret a matrix A as
the list of its column vectors.

The map d1B is multilinear and alternating (it is a constant times the determinant),
and d1Bp1nq “ detpBq detp1nq “ detpBq, so that d1B “ DB0,t0 with t0 “ detpBq.

The map dB is also multilinear: indeed, dB “ det ˝mB, where mB : V n ÝÑ V n is
the map corresponding to multiplication by B on the left. This map is linear, hence the
composite is multilinear.

The map dB is alternating: indeed, if A has two columns equal, then mBpAq also does
(since the columns of BA are the products of B with the columns of A, see Example 2.2.4
(2)). Hence dBpAq “ detpmBpAqq “ 0.

It follows from Theorem 3.1.7 that dB “ DB0,t1 with t1 “ dBp1nq “ detpBq “ t0.
Therefore the maps dB and d1B coincide, which means that

detpBAq “ detpBq detpAq

for all A PMn,npKq. Since this is valid for all B, we get the result.
(2) Assume first that A is not invertible. This means that the linear map fA is

not surjective (Proposition 2.3.11 and Corollary 2.8.5), and therefore that the n column
vectors pC1, . . . , Cnq of A, which generate the image of fA, cannot form an ordered basis
of Kn. So they cannot be linearly independent and there exist elements of K, not all 0,
such that

t1C1 ` ¨ ¨ ¨ ` tnCn “ 0n.

Then Lemma 3.1.4 (2) shows that detpAq “ 0.
Now suppose that detpAq “ 0. Then A cannot be invertible: if it were, there would

exist a matrix B with BA “ 1n, and then (1) implies that

detpBq detpAq “ detpBAq “ detp1nq “ 1,

which is a contradiction. So A is not invertible.
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Finally, for a matrix A P Mn,npKq, we already know that A is not invertible if and
only if the columns of A do not form a basis of Kn, and since there are n elements, this
is if and only if the columns of A are not linearly independent.

From 1 “ detp1nq “ detpAA´1q “ detpAq detpA´1q, we get detpA´1q “ detpAq´1. �

Example 3.4.2. For instance, for any invertible matrix A and any matrix B, we get

detpABA´1
q “ detpBq,

and if A and B are invertible, then

detpABA´1B´1
q “ 1.

Corollary 3.4.3. Let K be a field and n ě 1. For A “ paijq upper-triangular (resp.
lower-triangular), we have

detpAq “ a11 ¨ ¨ ¨ ann,

the product of the diagonal coefficients.

Proof. We first consider upper-triangular matrices. We then use induction on n.
For n “ 1, we have detpaq “ a, and there is nothing to prove. Assume now that the
statement holds for upper-triangular matrices of size n´ 1.

Let

A “

¨

˚

˚

˝

a11 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

0 a22 ¨ ¨ ¨ ¨ ¨ ¨
...

...
...

...
0 ¨ ¨ ¨ 0 ann

˛

‹

‹

‚

be upper-triangular. We denote by A1 the matrix

A1 “

¨

˚

˚

˝

a22 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨

0 a33 ¨ ¨ ¨ ¨ ¨ ¨
...

...
...

...
0 ¨ ¨ ¨ 0 ann

˛

‹

‹

‚

which is upper-triangular of size n´ 1. By induction we have

detpA1q “ a22 ¨ ¨ ¨ ann,

and it suffices therefore to prove that

detpAq “ a11 detpA1q

to conclude.
In fact, we claim that for any matrix B PMn´1,n´1pKq, we have

(3.3) det
´

ˆ

a11 a1

0 B

˙

¯

“ a11 detpBq

where a1 “ pa1iq2ďiďn, and where we write the matrix in block form.
To prove (3.3), we first note that it is true if a11 “ 0, since both sides are then zero.

Suppose then that a11 ­“ 0. Write Ci the columns of the matrix

ˆ

a11 a1

0 B

˙

. Then by

Lemma 3.1.4 (3), applied successively with w “ ´a12{a11C1, . . . , w “ ´a1n{a11C1, we
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get

det
´

ˆ

a11 a1

0 B

˙

¯

“ detpC1, C2 ´
a12

a11
C1, C3, . . . , Cnq

“ detpC1, C2 ´
a12

a11
C1, C3 ´

a13

a11
C1, . . . , Cn ´

a1n

a11
C1q

“ det
´

ˆ

a11 0
0 B

˙

¯

.

By linearity with respect to the first column, we get

det
´

ˆ

a11 a1

0 B

˙

¯

“ a11dpBq,

where d : Mn´1,n´1pKq ÝÑ K is the map

dpBq “ det
´

ˆ

1 0
0 B

˙

¯

.

The map d is multilinear (viewing Mn´1,n´1pKq as pKn´1qn´1 using the columns of
a matrix, as usual). It is alternating, since if B has two columns equal, then so does

the matrix

ˆ

1 0
0 B

˙

. Finally, we have dp1n´1q “ detp1nq “ 1. We conclude from The-

orem 3.1.7 that dpBq “ detpBq for all matrices B P Mn´1,n´1pKq. Hence we conclude
that

det
´

ˆ

a11 a1

0 B

˙

¯

“ a11dpBq “ a11 detpBq,

proving (3.3).
Now consider lower-triangular matrices. Again by induction on n ě 1, it suffices to

prove that

(3.4) det
´

ˆ

a11 0
a1 B

˙

¯

“ a11 detpBq

for any a11 P K and any matrix B P Mn´1,n´1pKq, where a1 “ pai1q2ďiďn denotes an
arbitrary (fixed) vector in Kn´1.

As a function of B, the left-hand side of (3.4) is directly seen to be multilinear and
alternating, because the determinant is (it is important that the coefficients on the first
row, except maybe for a11, are zero, because it means that if two columns of B are equal,

then two columns of

ˆ

a11 0
a1 B

˙

are equal). Finally, we compute for B “ 1n´1 that

det
´

ˆ

a11 0
a1 1n´1

˙

¯

“ a11 detp1nq `
n
ÿ

i“2

ai1 detpei, e2, . . . , enq

“ a11

by using the multilinearity with respect to the first column and the alternating property.
So we must have

det
´

ˆ

a11 0
a1 B

˙

¯

“ a11 detpBq

for any B PMn´1,n´1pKq, by uniqueness in Theorem 3.1.7. �

This corollary provides what is often the quickest way to compute a determinant in
practice, using the Gauss Elimination Algorithm.

63



Corollary 3.4.4. Let A P Mn,npKq, and let A1 “ pa1ijq be a REF matrix obtained

from A by the Gauss Algorithm. Then detpAq “ p´1qk detpA1q where k is the number
of exchange of rows during the reduction of A to A1. Since A1 is upper-triangular, this
means that

detpAq “ p´1qka111 ¨ ¨ ¨ a
1
nn.

Proof. By Lemma 2.10.8, the elementary operations in the steps

A “ A0 ù A1 ù ¨ ¨ ¨ ù Ak “ A1

leading to A1 can be represented by

Ak`1 “ BkAk

for some matrix Bk. Therefore detpAk`1q “ detpBkq detpAkq, and in particular we obtain
the formula for detpAq provided: (1) we have detpBkq “ ´1 if the step Ak ù Ak`1 is
an exchange of rows; (2) we have detpBkq “ 1 if the step Ak ù Ak`1 is a row operation
R1j “ Rj ´ tRi.

In the first case, Lemma 2.10.8 shows that Bk is the matrix obtained from 1n by
exchanging two columns; but then by the alternating property of Lemma 3.1.4 (1), we
have detpBkq “ ´ detp1nq “ ´1.

In the second case, Lemma 2.10.8 shows that Bk “ 1n ´ tEji with j ­“ i. This
matrix is either upper-triangular (if j ą i) or lower-triangular (if j ă i), and its diagonal
coefficients are equal to 1. Therefore Corollary 3.4.3 shows that detp1n ´ tEjiq “ 1. �

Remark 3.4.5. If there is no exchange of rows in the REF reduction then the LR de-
composition (Proposition 2.10.19) gives A “ LR with L lower-triangular with coefficients
1 on the diagonal, and R upper-triangular (and is in fact the REF matrix associated to
A). Then detpAq “ detpRq by Corollary 3.4.3.

We considered matrices as elements of V n for V “ Kn the space of column vectors.
We might also have viewed Mn,npKq as W n, where W “ Kn “ M1,npKq is the space of
row vectors. By Theorem 3.1.7, there exists a unique map

det 1 : Mn,npKq ÝÑ K

which is an alternating multilinear map of the rows of a matrix A P Mn,npKq, and such
that det1p1nq “ 1, where we view 1n as the sequence of n successive row vectors

pp1, 0, . . . , 0q, p0, 1, 0, . . . , 0q, . . . , p0, . . . , 0, 1qq.

Example 3.4.6. For n “ 1, we have det1paq “ a “ detpaq. For n “ 2, we can
computer det1 as in Section 3.2 (note that we already know that det1 exists). Write
f1 “ p1, 0q, and f2 “ p0, 1q, so that pf1, f2q is a basis of K2. Then

det 1
´

ˆ

a b
c d

˙

¯

“ det 1paf1 ` bf2, cf1 ` df2q

“ ac det 1pf1, f1q ` ad det 1pf1, f2q ` bc det 1pf2, f1q ` bd det 1pf2, f2q

“ ad´ bc “ det
´

ˆ

a b
c d

˙

¯

.

The fact that det “ det1 for n “ 1 and n “ 2 extends to the general case. To prove
this, it is useful to also consider the transpose of a matrix, which reverses the roles of
columns and rows.
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Definition 3.4.7 (Transpose). Let n ě 1 and m ě 1 be integers. For A “ paijq P
Mm,npKq, we denote by tA the transpose of A, which is the matrix in Mn,mpKq with
tA “ pajiq.

In other words, the column vectors of A are the row vectors of tA.

Example 3.4.8. (1) Let A “

ˆ

2 4 1
0 ´8 2

˙

. Then

tA “

¨

˝

2 0
4 ´8
1 2

˛

‚.

(2) Let Eij PMm,npKq be the usual matrix with a single coefficient 1 on the i-th row
and j-th column (see Example 2.6.5 (4)). Then tEij “ Eij PMn,mpKq.

Lemma 3.4.9. The transpose map Mm,npKq ÝÑMn,mpKq is linear and is an isomor-
phism.

Proof. The linearity is easy to check. Moreover we have tptAq “ A, so that the
transpose is a bijection, with reciprocal bijection given by the transpose on Mn,mpKq. �

Proposition 3.4.10. Let n ě 1 be an integer. We have detpAq “ detptAq “ det1pAq
for any A PMn,npKq.

Proof. We begin by proving that det1pAq “ detptAq for any matrix A P Mn,npKq.
Indeed, because the transpose exchanges rows and columns, the map d : Mn,npKq ÝÑ K
defined by dpAq “ detptAq is a multilinear map of the rows, and it is alternating, since
if a matrix A has two equal rows, then tA has two equal columns, so that detptAq “ 0.
Since t1n “ 1n, we have dpAq “ 1. So by the unicity of det1 from Theorem 3.1.7, we have
d “ det1.

Now, we check that det1 “ det. First of all, arguing as in Theorem 3.4.1 (but using
B ÞÑ det1pBAq, because multiplication on the right by a fixed matrix corresponds to
operations on the rows instead of columns), we obtain the property

det 1pABq “ det 1pAq det 1pBq,

for any A and B in Mn,npKq. Then, proceeding as in Corollary 3.4.3 and Corollary 3.4.4,
we get

det 1pAq “ p´1qka111 ¨ ¨ ¨ a
1
nn

where A1 “ pa1ijq is the REF reduction of A, k being the number of exchanges of rows in

the reduction. This means that det1pAq “ detpAq. �

Further properties of the tranpose (and a “theoretical” interpretation) will be found
in Chapter 8.

3.5. The Vandermonde determinant

The following determinant, known as the Vandermonde determinant, is both a very
good example of computing determinants and an important result for many applications.
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Proposition 3.5.1 (Vandermonde determinant). Let n ě 1, and let t1, . . . , tn be
elements of K. Let A “ ptj´1

i q1ďiďn
1ďjďn

. Then we have

detpAq “
ź

1ďiăjďn

ptj ´ tiq,

with the convention that the product, which is empty, is equal to 1 if n “ 1. In particular,
we have detpAq “ 0 if and only if two or more of the elements ti are equal.

For instance, in the cases n “ 2 and n “ 3, this corresponds to the following deter-
minants: ∣∣∣∣1 t1

1 t2

∣∣∣∣ “ t2 ´ t1,

∣∣∣∣∣∣
1 t1 t21
1 t2 t22
1 t3 t23

∣∣∣∣∣∣ “ pt3 ´ t2qpt3 ´ t1qpt2 ´ t1q.
Proof. We proceed by induction on n. For n “ 1 or n “ 2, the result is clear. Now

suppose the formula holds for Vandermonde determinants of size n´ 1. Let A “ ptj´1
i q P

Mn,npKq.
We subtract the first row from the second row; this leaves unchanged the determinant

(Lemma 3.1.4, (3), and Proposition 3.4.10, since we apply a transformation of the rows)
so

detpAq “

∣∣∣∣∣∣∣∣∣∣

1 t1 ¨ ¨ ¨ tn´1
1

0 t2 ´ t1 ¨ ¨ ¨ tn´1
2 ´ tn´1

1

1 t3 ¨ ¨ ¨ tn´1
3

...
...

1 tn ¨ ¨ ¨ tn´1
n

∣∣∣∣∣∣∣∣∣∣
.

We repeat with the third row, replaced by R3 ´ R1, and so on, up to the n-th row, and
obtain

detpAq “

∣∣∣∣∣∣∣∣
1 t1 ¨ ¨ ¨ tn´1

1

0 t2 ´ t1 ¨ ¨ ¨ tn´1
2 ´ tn´1

1
...

...
0 tn ´ t1 ¨ ¨ ¨ tn´1

n ´ tn´1
1

∣∣∣∣∣∣∣∣ .
Note that for i ě 2 and j ě 1, we have

tji ´ t
j
1 “ pti ´ t1qpt

j´1
i ` tj´2

i t1 ` ¨ ¨ ¨ ` tit
j´2
1 ` tj´1

1 q

(with the convention that the second factor is just 1 for j “ 1). Hence by the multilinearity
with respect to the rows, applied to the second, third, etc, up to the n-th row, we get

detpAq “ pt2 ´ t1q ¨ ¨ ¨ ptn ´ 1q

∣∣∣∣∣∣∣∣
1 t1 ¨ ¨ ¨ ¨ ¨ ¨ tn´1

1

0 1 t2 ` t1 ¨ ¨ ¨ tn´2
2 ` ¨ ¨ ¨ ` tn´2

1
...

...
0 1 tn ` t1 ¨ ¨ ¨ tn´2

n ` ¨ ¨ ¨ ` tn´2
1

∣∣∣∣∣∣∣∣ .
By the formula (3.3) used in the proof of Corollary 3.4.3, this is the same as

detpAq “ pt2 ´ t1q ¨ ¨ ¨ ptn ´ 1q

∣∣∣∣∣∣
1 t2 ` t1 ¨ ¨ ¨ tn´2

2 ` ¨ ¨ ¨ ` tn´2
1

...
...

1 tn ` t1 ¨ ¨ ¨ tn´2
n ` ¨ ¨ ¨ ` tn´2

1

∣∣∣∣∣∣ .
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The second column here is
¨

˝

t2 ` t1
...

tn ` t1

˛

‚“

¨

˝

t2
...
tn

˛

‚` t1

¨

˝

1
...
1

˛

‚

So, by Lemma 3.1.4 (3), we get

detpAq “ pt2 ´ t1q ¨ ¨ ¨ ptn ´ 1q

∣∣∣∣∣∣
1 t2 t22 ` t1t2 ` t

2
1 ¨ ¨ ¨ tn´2

2 ` ¨ ¨ ¨ ` tn´2
1

...
...

1 tn t2n ` t1tn ` t
2
1 ¨ ¨ ¨ tn´2

n ` ¨ ¨ ¨ ` tn´2
1

∣∣∣∣∣∣ .
Then the columns Cj of this new matrix satisfy the relation

C3 ´ t
2
1C1 ´ t1C2 “

¨

˝

t22
...
t2n

˛

‚

so that (Lemma 3.1.4 again) we have

detpAq “ pt2 ´ t1q ¨ ¨ ¨ ptn ´ 1q

∣∣∣∣∣∣
1 t2 t22 ¨ ¨ ¨ tn´2

2 ` ¨ ¨ ¨ ` tn´2
1

...
...

1 tn t2n ¨ ¨ ¨ tn´2
n ` ¨ ¨ ¨ ` tn´2

1

∣∣∣∣∣∣ .
Repeating with each successive column, we get

detpAq “ pt2 ´ t1q ¨ ¨ ¨ ptn ´ 1q

∣∣∣∣∣∣
1 t2 t22 ¨ ¨ ¨ tn´2

2
...

...
1 tn t2n ¨ ¨ ¨ tn´2

n

∣∣∣∣∣∣ .
The last determinant is the Vandermonde determinant of size n ´ 1 associated to

pt2, . . . , tnq. By induction we get

detpAq “ pt2 ´ t1q ¨ ¨ ¨ ptn ´ 1q
ź

2ďiăjďn

ptj ´ tiq “
ź

1ďiăjďn

ptj ´ tiq,

which concludes the induction. �

3.6. Permutations

Definition 3.6.1 (Permutation). Let n ě 1 be an integer. A permutation of n
elements is a bijection

σ : t1, . . . , nu ÝÑ t1, . . . , nu.

We denote by Sn the set of all permutations of n elements. We also denote by στ or σ ¨ τ
the composition σ ˝ τ of two permutations, and often call it the product of σ and τ , and
by 1 the identity map on t1, . . . , nu, which is a permutation of n elements. We say that
the inverse permutation σ´1 is the inverse of σ in Sn. We also write

τ 2
“ ττ, τn “ τ ¨ ¨ ¨ τ (for n ě 1, n times), τ´n “ pτ´1

q
n.

The following proposition summarizes known properties of composition, and of the
number of bijections of a set with n elements.
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Proposition 3.6.2. Let n ě 1 be an integer.
(1) The product on Sn and the inverse satisfy the rules:

σ1pσ2σ3q “ pσ1σ2qσ3, σσ´1
“ 1 “ σ´1σ, σ ¨ 1 “ 1 ¨ σ “ σ

for all permutations σ, σ1, σ2, σ3 in Sn.
(2) The set Sn is finite and CardpSnq “ n!.

Example 3.6.3. It is often useful to represent a permutation σ by a matrix with two

rows, where the columns are

ˆ

i
σpiq

˙

for 1 ď i ď n. Consider for instance the permutation

ˆ

1 2 3 4 5
3 4 1 5 2

˙

(i.e., σp1q “ 3, . . . , σp5q “ 2). Then Pσ is the matrix
¨

˚

˚

˚

˚

˝

0 0 1 0 0
0 0 0 0 1
1 0 0 0 0
0 1 0 0 0
0 0 0 1 0

˛

‹

‹

‹

‹

‚

.

We can associate a matrix in Mn,npKq to a permutation of n elements.

Definition 3.6.4 (Permutation matrix). Let n ě 1 be an integer and σ a permutation
of n elements. Let B “ pe1, . . . , enq be the standard basis of Kn ( see Example 2.6.5 (3)).
The permutation matrix Pσ associated to σ is the matrix with column vectors

eσp1q, . . . , eσpnq,

or in other words the matrix of the linear map Kn ÝÑ Kn that maps ei to eσpiq for
1 ď i ď n.

Proposition 3.6.5. Let n ě 1 be an integer. We have P1 “ 1n. Moreover we have

Pστ “ PσPτ

for all σ and τ in Sn, and any permutation matrix is invertible with P´1
σ “ Pσ´1.

Proof of Proposition 3.6.5. It is clear that P1 “ 1n. We next show that Pστ “
PσPτ . The i-th column of Pστ is eστpiq. The i-th column of PσPτ is PσPτei “ Pσeτpiq “
eσpτpiqq “ eστpiq. So the two matrices are the same.

It follows that
PσPσ´1 “ Pσσ´1 “ P1 “ 1n,

and similarly Pσ´1Pσ “ 1, so that Pσ is invertible and its inverse if Pσ´1 . �

Definition 3.6.6 (Signature). Let σ be a permutation of n elements. The signature
sgnpσq is the determinant of Pσ. It is a non-zero element of K and satisfies

sgnp1q “ 1, sgnpστq “ sgnpσqsgnpτq, sgnpσ´1
q “ sgnpσq´1.

The properties stated in the definition follow from Proposition 3.6.5 and from the fact
that detpABq “ detpAq detpBq.

Definition 3.6.7 (Transposition). Let n ě 1 and let i ­“ j be two integers such that
1 ď i, j ď n. The transposition τi,j P Sn exchanging i and j is the bijection defined by

τi,jpiq “ j, τi,jpjq “ i, τi,jpkq “ k if k R ti, ju.

The inverse of τi,j is τi,j itself.
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The permutation matrix Pτi,j is obtained from 1n by exchanging the i-th and j-th
columns, or by exchanging the i-th and j-th rows. In particular, since the determinant
is an alternating function of the columns of a matrix, we have

(3.5) sgnpτi,jq “ detpPτi,jq “ ´ detp1nq “ ´1.

It turns out that transpositions, although they are very simple, can lead to information
about all permutations, because of the following lemma:

Lemma 3.6.8. Let n ě 1 and σ P Sn. There exists m ě 0 and transpositions

τ1, . . . , τm

such that
σ “ τ1 ¨ ¨ ¨ τm,

with the convention that for m “ 0, the product of transpositions is 1.

Proof. We prove this by induction on n. For n “ 1, σ “ 1 is the only element of
Sn, and is the case m “ 0. Assume the statement holds for Sn´1.

Let σ P Sn. Consider k “ σpnq. Let τ “ τn,k. Then the permutation σ1 “ τσ satisfies
τσpnq “ τpkq “ n. Therefore the restriction of σ1 to t1, . . . , n ´ 1u is an element of
Sn´1. By induction, we find m ě 0 and transpositions τ1, . . . , τm (exchanging elements
of t1, . . . , n´ 1u) such that

τσ “ τ1 ¨ ¨ ¨ τm.

Multiplying on the left with τ , and using τ 2 “ 1, we get

σ “ ττ1 ¨ ¨ ¨ τm.

�

Example 3.6.9. Intuitively, this just says that we can re-order a list of n numbers
by a finite sequence of exchanges involving only two numbers.

For instance, consider the permutation σ of 7 elements given by
ˆ

1 2 3 4 5 6 7
3 6 2 5 1 7 4

˙

.

To express it as a product of transpositions, we can proceed as follows:

1 2 3 4 5 6 7 (start)
3 2 1 4 5 6 7 τ1,3

3 6 1 4 5 2 7 τ2,6

3 6 2 4 5 1 7 τ3,6

3 6 2 5 4 1 7 τ4,5

3 6 2 5 1 4 7 τ5,6

3 6 2 5 1 7 4 τ6,7

i.e., we have

σ “ τ1,3τ2,6τ3,6τ4,5τ5,6τ6,7.

(For instance, by composition, we get indeed 7 ÞÑ 6 ÞÑ 5 ÞÑ 4, etc).

Here is an example of using transpositions to deduce information about all permuta-
tions.
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Proposition 3.6.10. Let n ě 1 be an integer and σ P Sn.
(1) The signature of σ is either 1 or ´1; precisely, if σ is a product of m ě 0

transpositions, then sgnpσq “ detpPσq “ p´1qm.
(2) The REF of the permutation matrix Pσ is 1n, and can be obtained by row exchanges

only. We have detpPσq “ p´1qm, where m ě 0 is the number of row exchanges involved.

Proof. (1) If σ “ τi,j is a transposition, we already saw in (3.5) that sgnpτi,jq “ ´1.
Let then m ě 0 and τ1, . . . , τm be transpositions such that

σ “ τ1 ¨ ¨ ¨ τm

(Lemma 3.6.8). Then the multiplicativity of the determinant shows that sgnpσq “
detpPσq “ p´1qm.

(2) Write again σ “ τ1 ¨ ¨ ¨ τm. Then Pσ is obtained from 1n by m exchanges of rows,
so the REF matrix is 1n. We get

Pσ “ Pτ1 ¨ ¨ ¨Pτm

and therefore detpPσq “ p´1qm. �

Permutations and their signatures provide a “formula” for the determinant:

Proposition 3.6.11 (Leibniz formula). Let n ě 1 be an integer and let A “ paijq P
Mn,npKq. Then we have

(3.6) detpAq “
ÿ

σPSn

sgnpσqa1σp1q ¨ ¨ ¨ anσpnq.

Proof. Let d : Mn,npKq ÝÑ K be the map determined by the right-hand side
of (3.6). We will show that this satisfies the conditions of Theorem 3.1.7.

First we compute dp1nq. The coefficients aij of 1n are zero unless i “ j, so that in the
sum, we will get

a1σp1q ¨ ¨ ¨ anσpnq “ 0

unless σp1q “ 1, . . . , σpnq “ n, which means unless σ “ 1. Then sgnp1q “ 1, so we get
dp1nq “ 1.

For multilinearity, consider the k-th argument, and let A1 be the matrix with coeffi-
cients a1ij where the k-th column is given by

a1ik “ t1aik ` t2bik,

and a1ij “ aij if j ­“ k (this corresponds to linearity with respect to the k-th column).
Then

dpA1q “
ÿ

σPSn

sgnpσqa1σp1q ¨ ¨ ¨ ai´1,σpi´1q

`

t1aiσpiq ` t2biσpiq
˘

ai`1,σpi`1q ¨ ¨ ¨ anσpnq

“ t1
ÿ

σPSn

sgnpσqa1σp1q ¨ ¨ ¨ ai´1,σpi´1qaiσpiqai`1,σpi`1q ¨ ¨ ¨ anσpnq

` t2
ÿ

σPSn

sgnpσqa1σp1q ¨ ¨ ¨ ai´1,σpi´1qabσpiqai`1,σpi`1q ¨ ¨ ¨ anσpnq

“ t1dpAq ` t2dpBq

where B is the matrix with the same columns as A, except that the k-th is pbikq. This
proves the multilinearity of d with respect to columns.
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Now suppose that the k-th and l-th columns of A are equal with k ă l. This means
that for 1 ď i ď n, we have

(3.7) aik “ ail.

In the definition of dpAq, we separate those σ P Sn with sgnpσq “ 1 and the others, so
that

dpAq “
ÿ

σPSn
sgnpσq“1

a1σp1q ¨ ¨ ¨ anσpnq ´
ÿ

σPSn
sgnpσq“´1

a1σp1q ¨ ¨ ¨ anσpnq.

Let τ be the transposition exchanging k and l. If σ satisfies sgnpσq “ 1, then sgnpτσq “
´1. Moreover, since τ 2 “ ττ “ 1, any σ with sgnpσq “ ´1 can be expressed as σ “ τσ1

with σ1 “ τσ such that sgnpσ1q “ 1. This means that we can in fact write

dpAq “
ÿ

σPSnsgnpσq“1

´

a1σp1q ¨ ¨ ¨ anσpnq ´ a1,τσp1q ¨ ¨ ¨ an,τσpnq

¯

.

But for i such that σpiq R tk, lu, we have

ai,σpiq “ ai,τσpiq,

while, according to (3.7), for i “ σ´1pkq, so that σpiq “ k, we have

ai,σpiq “ aσ´1pkq,k “ aσ´1pkq,l “ aσ´1pkq,τpkq “ ai,τσpiq,

and for i “ σ´1plq, we get

ai,σpiq “ aσ´1plq,l “ aσ´1plq,k “ aσ´1plq,τplq “ ai,τσpiq.

So for each σ P Sn with sgnpσq “ 1, we deduce that

a1σp1q ¨ ¨ ¨ anσpnq “ a1,gσp1q ¨ ¨ ¨ an,gσpnq,

and hence finally that dpAq “ 0.
�

Exercise 3.6.12. Using the formula (3.6), try to prove all properties of Section 3.4,
using only the properties of the signature in Definition 3.6.6.
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CHAPTER 4

Endomorphisms

4.1. Sums and direct sums of vector spaces

Definition 4.1.1 (Sums of subspaces). Let V be a K-vector space, and let pViqiPI be
any vector subspaces of V . The sum of the subspaces Vi, denoted

ř

Vi, is the vector
space generated by the union of the subspaces Vi. If I “ t1, . . . , nu, we also write

ÿ

Vi “ V1 ` ¨ ¨ ¨ ` Vn.

Lemma 4.1.2. The space
ř

Vi is the space of all vectors v P V that one can express
in the form

(4.1) v “
ÿ

iPI

vi,

where vi P Vi for each i and vi “ 0 except for i in a finite subset J Ă I, that may depends
on v.

Proof. Let S be the union of the subspaces Vi, so that
ř

Vi “ xSy, and let W be the
set of all vectors of the form (4.1). All vectors in W are expressed as linear combinations
of the vectors vi, which belong to S, so that they belong to xSy. Hence W Ă xSy.

Conversely, let v be an element of
ř

Vi. By definition, we have

v “ t1w1 ` ¨ ¨ ¨ ` tmwm

for some m ě 0, with tk P K and wk P S for all k. For each k, since wk P S, there exists
an index ipkq such that wk P Vipkq, and hence tkwk P Vipkq also (since each Vi is a subspace
of V ). For each i, let vi be the sum of tkwk for all those k such that ipkq “ i. Then
vi P Vi, and what we observed shows that v is the sum of the vectors vi, so that v belongs
to W . Hence xSy Ă W , and we conclude that there is equality. �

If I “ t1, . . . , nu for some n ě 1 (as will very often be the case), this means that the
elements of V1 ` ¨ ¨ ¨ ` Vn are all vectors of the type

v1 ` ¨ ¨ ¨ ` vn

where vi P Vi.

Example 4.1.3. (1) Let S Ă V be a generating set of V , and for v P S, let Wv be
the space generated by v (the set of all tv where t P K). Then the sum of the subspaces
Wv is equal to V , by the very definition of a generating set.

(2) Let n ě 1 be an integer and let V “ Cn. Consider the subspaces of V given by

W1 “

!

¨

˝

t1
...
tn

˛

‚ | t1 ` ¨ ¨ ¨ ` tn “ 0
)

,
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and

W2 “ xv0y, where v0 “

¨

˝

1
...
1

˛

‚.

Then W1 `W2 “ V . Indeed, by the lemma, it suffices to show that if v P Cn, we can
write v “ v1 ` v2, where v1 P W1 and v2 P W2. To do this, let v “ ptiq1ďiďn. Define

t “
1

n
pt1 ` ¨ ¨ ¨ ` tnq P C,

and v1 “ v ´ tv0. Then the coordinates of v1 are pt1 ´ t, . . . , tn ´ tq, with sum equal to

t1 ` ¨ ¨ ¨ ` tn ´ nt “ 0.

Hence v1 P W1. Since tv0 P W2, the decomposition v “ v1 ` tv0 shows that v P W1 `W2.
(3) The following simple facts (left as exercises) show in particular that the notation

V1 ` ¨ ¨ ¨ ` Vn must be taken with some care: it does not always behave like a sum of
numbers:

‚ We have V1 ` V2 “ V2 ` V1 for all subspaces V1 and V2, and pV1 ` V2q ` V3 “

V1 ` pV2 ` V3q for all subspaces V1, V2 and V3;
‚ We have V1`V1 “ V1 for all V1 Ă V ; more generally, if V2 Ă V1, then V2`V1 “ V1;
‚ We have V ` V1 “ V and V1 ` t0u “ V1 for any subspace V1;
‚ If V1 ` V2 “ V1 ` V3, then it does not follow that V2 “ V3 (see Example 4.1.14

(2) below)!

Remark 4.1.4. Using the Gauss Algorithm, one can compute the sum of finitely
many subspaces V1, . . . , Vm of a finite-dimensional vector space V as follows:

‚ Find ordered bases Bi of Vi;
‚ Compute the subset generated by the union of the Bi, as described in Applica-

tion 6 of the Gauss Elimination algorithm.

Definition 4.1.5 (Direct sum). Let V be a K-vector space, and let pViqiPI be any
vector subspaces of V . We say that the sum of the subspaces Vi is direct, or that the
subspaces are linearly independent if any relation

ÿ

iPI

vi “ 0

for some vi P Vi, where only finitely many vi are non-zero, implies that vi “ 0 for all i.
In this case, we denote by

à

iPI

Vi,

the sum of the spaces Vi. If I “ t1, . . . , nu, we write also

V1 ‘ ¨ ¨ ¨ ‘ Vn.
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Proposition 4.1.6. Let V be a K-vector space, and let pViqiPI be any vector subspaces
of V . Let W be the sum of the Vi’s.

(1) The subspaces Vi are in direct sum if and only if, for any i P I, there is no non-
zero vector v P Vi that belongs to the sum of the other spaces pVjqj ­“i. In particular, if
I “ t1, 2u, two subspaces V1 and V2 are in direct sum if and only if V1 X V2 “ t0u.

(2) If the subspaces Vi are in direct sum, then any v P W is in a unique way the sum
of vectors vi P Vi, in the sense that if

v “
ÿ

iPI

vi “
ÿ

iPI

wi,

with vi and wi in Vi, and only finitely many are non-zero, then vi “ wi for all i.
(3) If the subspaces Vi are in direct sum, and if vi P Vi are non-zero vectors, then the

subset tviu of V is linearly independent.

Proof. (1) Suppose the spaces are in direct sum, and fix i0 P I. If a vector v P Vi
belongs to the sum of the spaces Vj with j ­“ i0, we get

v “
ÿ

j ­“i0

vj

for some vectors vj P Vj. But then, putting vi0 “ ´v, we get
ÿ

iPI

vi “ 0,

hence by definition of the direct sum, it follows that ´v “ vi0 “ 0, so v is zero. Conversely,
assume the condition in (1), and let vi P Vi be vectors, all zero except finitely many, such
that

ÿ

iPI

vi “ 0.

For each i0, we deduce

´vi0 “
ÿ

j ­“i0

vj P
ÿ

j ­“i0

Vj,

so that the assumption implies that vi0 “ 0. Hence all vi are zero.
(2) We suppose that the spaces are in direct sum. If

ÿ

iPI

vi “
ÿ

iPI

wi,

then we have
ÿ

iPI

pvi ´ wiq “ 0,

hence vi “ wi for all i.
(3) To prove that tviu are linearly independent, let ti, for i P I, be elements of K,

with ti “ 0 for all but finitely many i, such that
ÿ

i

tivi “ 0.

Then tivi P Vi and since the spaces are in direct sum, this means that tivi “ 0 for all i.
This implies ti “ 0 since we assumed that the vectors are non-zero. �
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Example 4.1.7. (1) Let V be finite-dimensional and let B be a basis of V . If B1, . . . ,
Bn are disjoint subsets of B with union equal to B, and if Vi is the subspace generated
by Bi, then the spaces Vi are in direct sum and

à

1ďiďn

Vi “ V.

Indeed, suppose that vi P Vi are such that

v1 ` ¨ ¨ ¨ ` vn “ 0.

Each vi is a linear combination of the vectors w P Bi; expressing them in this way, the
equation becomes a linear combination of vectors of B that is zero; then each coefficient
is zero, which means that vi “ 0 for all i.

(2) Let n ě 1 and let V “ Kn and W1 and W2 be the subspaces in Example 4.1.3.
Then W1 and W2 are in direct sum. Indeed, if v P W1 XW2 then v “ pt1, . . . , tnq with
t1 ` ¨ ¨ ¨ ` tn “ 0, and all ti are equal, which means that ti “ 0 for all i.

(3) Let V “Mn,npKq and let W` (resp. W´) be the space of upper-triangular (resp.
lower-triangular) matrices. Then V “ W1 `W2, because any matrix A “ paijq can be
writen A “ B ` C where B “ pbijq and C “ pcijq with

bij “ aij if i ď j, bij “ 0 if i ą j

cij “ aij if i ă j, cij “ 0 if i ď j,

and B is then upper-triangular while C is lower-triangular.
However, the sum W1 `W2 is not direct, since the intersection W1 XW2 is the space

of diagonal matrices.

Definition 4.1.8 (External direct sum). Let pViqiPI be K-vector spaces. The space

V “ tpviqiPI | vi “ 0 for all i except finitely manyu

with the zero element 0 “ p0ViqiPI and the operations

t ¨ pviqi “ ptviqi, pviqi ` pwiqi “ pvi ` wiqi

is a vector space, called the external direct sum of the spaces Vi. It is also denoted
à

iPI

Vi or
ð

iPI

Vi

If I is finite, one also writes
à

iPI

Vi “
ð

iPI

Vi “ prodiPIVi.

Remark 4.1.9. One must be careful that the notation
À

Vi is ambiguous if all the
spaces Vi are subspaces of a given vector space V ! We will carefully distinguish between
the sum as subspaces and the “external” direct sum, but not all books do so...

It is left as an exercise to check that this space is a vector space.

Lemma 4.1.10. If Vi are finite-dimensional vector spaces for 1 ď i ď n, then the
external direct sum

V “
ð

1ďiďn

Vi

is finite-dimensional and has dimension

dimpV1q ` ¨ ¨ ¨ ` dimpVnq.
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Proof. For each i, let Bi “ tvi,j | 1 ď j ď dimpViqu be a basis of Vi. Let ϕi : Vi Ñ V
be the map

ϕipvq “ p0, . . . , 0, v, 0, . . . , 0q P V1 ˆ ¨ ¨ ¨ ˆ Vi ˆ ¨ ¨ ¨ ˆ Vn.

This map is linear (exercise) and injective, since its kernel is immediately seen to be t0u.
Let B Ă V be the set of all vectors ϕipvi,jq where 1 ď i ď n and 1 ď j ď dimpViq. We

claim that it a basis of V . Indeed, for any pviq1ďiďn P V , we can write

v “ pv1, 0, . . . , 0q ` p0, v2, 0, . . .q ` ¨ ¨ ¨ ` p0, 0, . . . , 0, vnq “ ϕ1pv1q ` ¨ ¨ ¨ ` ϕnpvnq

in V , and then since vi is a linear combination of the elements of Bi, we obtain a linear
combination of vectors in B representing v. Therefore B is a generating set for V .
Moreover, it is linearly independent since pv1, . . . , vnq “ 0 in V if and only if vi “ 0 for
all i, and since Bi is a basis. Precisely, assume that

n
ÿ

i“1

dimpViq
ÿ

j“1

ti,jϕipvi,jq “ 0

in V ; looking at the i-th component of this equality, we get

dimpViq
ÿ

j“1

ti,jvi,j “ 0,

which implies ti,j “ 0 for all j, since Bi is a basis of Vi; this holds for all i, and therefore
the elements of B are linearly independent.

Finally, the cardinality of B is dimpV1q ` ¨ ¨ ¨ ` dimpVnq, since ϕipvi,kq “ ϕjpvj,lq, for
1 ď i ď n and 1 ď j ď dimpViq, 1 ď l ď dimpVjq imply that implies that i “ j (otherwise
the vectors “live” in different factors of the product) and then that vi,k “ vi,l because ϕi
is injective. �

Proposition 4.1.11. Let V1 and V2 be subspaces of a vector space V . We have

dimpV1 ` V2q ` dimpV1 X V2q “ dimpV1q ` dimpV2q,

and V1 and V2 are in direct sum if and only if V1XV2 “ t0u, if and only if dimpV1`V2q “

dimpV1q ` dimpV2q.

Proof. We prove this only when V1 and V2 are finite-dimensional, although the
statement – properly interpreted – is valid in all cases.

Consider the external direct sum

W “ V1 ‘ V2 “ V1 ˆ V2.

Define a map f : W Ñ V by

fpv1, v2q “ v1 ` v2.

It is linear. Therefore we have

dim Impfq “ dimpW q ´ dim Kerpfq

(Theorem 2.8.4). However, the image of f is the set of sums v1 ` v2 where vi P Vi,
and is therefore the sum V1 ` V2. The previous lemma also shows that dimpW q “
dimpV1q`dimpV2q. It remains to prove that dim Kerpfq “ dimpV1XV2q to conclude. But
indeed, if fpv1, v2q “ 0, we get v1 “ ´v2, so that v1 P V2XV1 and v2 P V1XV2; conversely,
if v P V1 X V2, then pv,´vq P Kerpfq. The linear map g : V1 X V2 Ñ Kerpfq such that
gpvq “ pv,´vq is therefore well-defined, and it is an isomorphism since pv1, v2q ÞÑ v1 is an
inverse. Hence dim Kerpfq “ dimpV1 X V2q, as expected. �
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Definition 4.1.12 (Complement). Let V be a vector space and W a subspace of V .
A complement W 1 of W in V , or complementary subspace of W in V , is a subspace
of V such that the sum of W and W 1 is direct and W ‘W 1 “ V .

In particular, if V is finite-dimensional, then a complement of W must have dimension
dimpV q ´ dimpW q by Proposition 4.1.11.

Lemma 4.1.13. Let V be a vector space and W a subspace of V . There always exists
a complement of W . In fact, if S is a basis of W , there exists a subset S 1 of V such that
S Y S 1 is a basis of V , and the subspace W 1 generated by S 1 is a complement of W .

Proof. Let S be a basis of W . Then S is linearly independent in V , so there exists,
as claimed, a subset S 1 of V such that S Y S 1 is a basis of V (Theorem 2.7.1 (2)). We
now check that the subspace W 1 generated by S 1 is indeed a complement of W .

First, W and W 1 are in direct sum, since if we have

w ` w1 “ 0

with w P W and w1 P W 1, writing these as linear combinations of S and S 1 will imply
that each coefficient is zero, hence also w “ 0 and w1 “ 0. So W `W 1 “ W ‘W 1. But
since S Y S 1 is a basis of V , we have W `W 1 “ V , hence W ‘W 1 “ V , as claimed. �

Example 4.1.14. (1) For a subspace W of V , a complement of W is equal to t0u if
and only if W “ V .

(2) One should be careful that in general there are many complements of a given
subspace! In other words, one cannot “simplify” in a direct sum: the equation V “

V1 ‘ V2 “ V1 ‘ V3 does not imply that V2 “ V3. For instance, let V “ K2, and let V1 be

the space generated by the vector e1 “

ˆ

1
0

˙

. A complement of V1 has dimension 1, so it

is generated by a vector v “

ˆ

a
b

˙

. Because of Proposition 4.1.11, we have V1 ‘ V2 “ K2

if and only if V1 X V2 “ t0u, and this happens if and only if b ­“ 0. So all vectors

ˆ

a
b

˙

with b ­“ 0 generate a complement of V1.
(3) Let V1 Ă V be a subspace such that dimpV1q “ dimpV q ´ 1. Then a complement

V2 of V1 has dimension 1. It is generated by a single non-zero vector v2 P V , and
the necessary and sufficient condition for the one-dimensional space V2 “ xv2y to be a
complement of V1 is that v2 R V1. Indeed, if v2 R V1, the space V1 ` V2 contains V1 and a
vector not in V1, so its dimension is strictly larger than that of V1, and this means that
dimpV1 ` V2q “ dimpV1q ` 1 “ dimpV q, which by Proposition 4.1.11 means that V1 and
V2 are in direct sum, so that V2 is a complement of V1. Conversely, if V1 ` V2 “ V , then
v2 cannot be an element of V1.

4.2. Endomorphisms

As already mentioned in Example 2.4.2 (2), an endomorphism of a vector space V is a
linear map from V to V . The space of all endomorphisms of V is a vector space denoted
EndKpV q. If V is finite-dimensional, then dimpEndKpV qq “ dimpV q2.

Endomorphisms are important for many reasons in applications. In physics, for in-
stance, they are crucial to quantum mechanics, because observable quantities (e.g., energy,
momentum) are represented by endomorphisms of certain vector spaces. Mathematically,
the essential feature is that composing endomorphisms leads to other endomorphisms
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(similar to the composition of permutations being another permutation): if V is a K-
vector space and f , g are elements of EndKpV q, then f ˝g is also an element of EndKpV q.
We often call f ˝ g the product of f and g, and write simply fg “ f ˝ g. We have
fpghq “ pfgqh for any endomorphisms of V . We write

f 2
“ ff, fn “ f ˝ ¨ ¨ ¨ ˝ f (for n ě 1, n times).

We will often write simply 1 for the identity map IdV , which is an element of EndKpV q.
So we get 1 ¨ f “ f ¨ 1 “ f for any f P EndKpV q.

Proposition 4.2.1. Let V be a K-vector space. For any f , g, h P EndKpV q, we have

fpg ` hq “ fg ` fh, pf ` gqh “ fh` gh,

where the ` refers to the addition of endomorphisms.

Proof. Let f1 “ fpg ` hq and f2 “ fg ` fh. For any vector v P V , we have by
definition

f1pvq “ fppg ` hqpvqq “ fpgpvq ` hpvqq “ fpgpvqq ` fphpvqq “ fgpvq ` fhpvq “ f2pvq,

since f is linear. Therefore f1 “ f2. Similarly one checks that pf ` gqh “ fh` gh. �

Remark 4.2.2. In contrast with permutations, there is in general no inverse for an
endomorphism!

Definition 4.2.3 (Commuting endomorphisms; stable subspaces). Let V be a K-
vector space.

(1) Let f and g be endomorphisms of V . One says that f and g commute if fg “ gf .
(2) Let f be an endomorphism of V and W a subspace of V . One says that W is

stable under f , or a stable subspace for f , if fpW q Ă W , i.e., if fpwq belongs to W
for any w P W . In that case, the restriction of f to W is an endomorphism of W , that
we will often denote f |W , and call the endomorphism of the stable subspace W
induced by f .

Remark 4.2.4. Be careful that in general the restriction of an endomorphism to a
subspace W is not an endomorphism of W , because the image of a vector w P W might
not belong to W !

In terms of matrices, it is relatively easy to “see” that a subspace is a stable subspace.

Lemma 4.2.5. Let V be a finite-dimensional vector space and f an endomorphism of
V . Let W be a subspace of V and let B0 be an ordered basis of W and B “ pB0, B1q an
ordered basis of V . Then W is stable under f if and only if the matrix A “ Matpf ;B,Bq
has the form

A “

ˆ

A0 X
0 D1

˙

where 0 is the zero matrix with dimpW q columns and dimpV q ´ dimpW q rows. Then A0

is the matrix of the endomorphism f |W of W .

Proof. A matrix A is of the stated form if and only if, for the basis vectors v in B0,
we have fpvq P B0. By linearity, this condition is equivalent with asking that fpvq P W
for all v P W , namely with the condition that W is stable for f .

If that is the case, the definition of matrices representing a linear map shows that
A0 “ Matpf |W ;B0, B0q. �
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Now we define important invariants related to endomorphisms. The first is the rank,
which is the dimension of the image. Other invariants are specific to endomorphisms.
First we have a definition:

Definition 4.2.6 (Trace of a matrix). Let n ě 1 be an integer and A “ paijq1ďi,jďn P
Mn,npKq. The sum

n
ÿ

i“1

ai,i

of the diagonal coefficients of A is called the trace of A, and denoted TrpAq.

The map A ÞÑ TrpAq is a linear map from Mn,npKq to K.

Lemma 4.2.7. For A and B in Mn,npKq, we have TrpABq “ TrpBAq.

Proof. If we write A “ paijq and B “ pbijq, then AB is the matrix with coefficients

cij “
n
ÿ

k“1

aikbkj

while BA is the matrix with coefficients

dij “
n
ÿ

k“1

bikakj.

Therefore we have

TrpABq “
n
ÿ

i“1

cii “
n
ÿ

i“1

n
ÿ

k“1

aikbki “
n
ÿ

k“1

n
ÿ

i“1

bkiaik “
n
ÿ

k“1

dkk “ TrpBAq.

�

Proposition 4.2.8. Let V be a finite-dimensional vector space over K. Let f : V Ñ V
be an endomorphism of V .

(1) For any ordered basis B of V , the determinant of the matrix Matpf ;B,Bq is the
same.

(2) For any ordered basis B of V , the trace of the matrix Matpf ;B,Bq is the same.

Be careful that in these statements, we consider the matrices representing f with
respect to the same bases!

Proof. Let B1 be another ordered basis of V . Let X be the change of basis matrix
MB,B1 . Denote A “ Matpf ;B,Bq and A1 “ Matpf ;B1, B1q. We then have A1 “ XAX´1

by Proposition 2.9.13. Then (1) follows because detpXAX´1q “ detpXq detpAq detpXq´1 “

detpAq by Theorem 3.4.1. And (2) follows from the previous lemma by writing

TrpA1q “ TrpXpAX´1
qq “ TrppAX´1

qXq “ TrpAq.

�

Definition 4.2.9 (Trace and determinant of an endomorphism). For a finite-
dimensional vector space V and f P EndKpV q, the trace Trpfq of f is the trace of
the matrix representing f with respect to an arbitrary ordered basis of V , and the de-
terminant detpfq of f is the determinant of the matrix representing f with respect to
an arbitrary ordered basis of V .

79



Proposition 4.2.10. Let V be a finite-dimensional vector space.
(1) The map f ÞÑ Trpfq is a linear map from EndKpV q to K. It satisfies Trp1q “

dimpV q and Trpfgq “ Trpgfq for all f , g P EndKpV q.
(2) The determinant map f ÞÑ detpfq from EndKpV q to K satisfies

detpfgq “ detpfq detpgq,

and detpfq ­“ 0 if and only if f is bijective, if and only if f is injective, if and only if f
is surjective, in which case we have

detpf´1
q “

1

detpfq
.

Proof. We fix an ordered basis B of V .
(1) To avoid ambiguity, denote by Tr1 : Mn,npKq Ñ K the trace map for matrices.

The previous proposition implies that Trpfq “ Tr1pMatpf ;B,Bqq for all f , or in other
words we have

Tr “ Tr1 ˝TB,B
with the notation of Theorem 2.9.6. Since the trace of matrices Tr1 is linear and the map
TB,B : f ÞÑ Matpf ;B,Bq is linear (Theorem 2.9.6), the trace is linear on EndKpV q by
composition.

We have Trp1q “ TrpIdV q “ Trp1nq “ n (see Example 2.9.4 (1)). Moreover, by the
previous lemma, Theorem 2.9.5 and Lemma 4.2.7, we get

Trpfgq “ TrpMatpfg;B,Bqq “ TrpMatpf ;B,BqMatpg;B,Bqq

“ TrpMatpg;B,BqMatpf ;B,Bqq “ TrpMatpgf ;B,Bqq “ Trpgfq.

(2) Similarly, we have detpfq “ detpMatpf ;B,Bqq for all f , and therefore

detpfgq “ detpMatpf ˝ g;B,Bqq “ detpMatpf ;B,BqMatpg;B,Bqq “ detpfq detpgq

by Theorem 2.9.5 and Theorem 3.4.1. The last part follows then from Corollary 2.9.8,
Corollary 2.8.5 (that shows that for endomorphisms, injectivity, surjectivity and bijectiv-
ity are equivalent) and the formula detpX´1q “ detpXq´1 for X invertible. �

Endomorphisms can be represented by a matrix by choosing an ordered basis of V . A
fundamental observation is that these matrices usually depend on the basis, whereas we
saw that certain properties (e.g., the value of the determinant) do not. This dependency
means that it makes sense to try to find a basis such that the matrix representing f is as
simple as possible.

Example 4.2.11. Let t P R. Consider the space V “ C2 and the endomorphism
fpvq “Mv where

M “

ˆ

cosptq ´ sinptq
sinptq cosptq

˙

PM2,2pCq

as in Example 2.9.14. The matrix of f with respect to the standard basis of M is simply
M . It is not a particularly simple matrix (e.g., for computing Mn if n is large by just
computing the products). But we saw in Example 2.9.14 that, with respect to the basis

B1 “
´

ˆ

1
i

˙

,

ˆ

1
´i

˙

¯

of V , the matrix representing f is

N “

ˆ

e´it 0
0 eit

˙

.
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This is a much simpler matrix! In particular, it is very simple to deduce that

Nn
“

ˆ

e´int 0
0 eint

˙

.

for any n P Z.

Definition 4.2.12 (Similarity). Let A and B be matrices in Mn,npKq. One says that
A is similar to B over K , or that A is conjugate to B over K, if there exists an
invertible matrix X PMn,npKq such that B “ XAX´1.

Remark 4.2.13. We will often just say “A is similar to B”, when K is clear, but it is
important to note that (for instance) two matrices may be similar over C, but not over
Q.

By Proposition 2.9.13, if f is an endomorphism of a vector space V of dimension n,
then the matrices representing f with respect to various ordered bases of V are all similar.
In general, similar matrices share many important properties – for instance, they have
the same determinant and traces, as above.

Lemma 4.2.14. The following properties are true:
(1) A matrix is similar to itself;
(2) If A is similar to B, then B is similar to A;
(3) If A is similar to B and B is similar to C, then A is similar to C.

Proof. (1) is clear. For (2), note that if B is similar to A, we have B “ XAX´1,
and then A “ X´1BX, so that A is similar to B, and for (3), if B “ XAX´1 and
C “ Y BY ´1, then we get C “ pY XqAX´1Y ´1 “ pY XqApY Xq´1. �

Remark 4.2.15. One summarizes these facts by saying that the relation “A is similar
to B over K” is an equivalence relation on the set Mn,npKq. For any A P Mn,npKq, the
set of matrices similar to A is called the conjugacy class of A over K. Note that any
matrix belongs to a single conjugacy class.

Because of (2) in particular, one can say that two matrices A and B are similar
without ambiguity. Then we see from Proposition 2.9.13 that A and B are similar if and
only if there exists an endomorphism f of Kn such that A and B represent f with respect
to two ordered bases of Kn.

4.3. Eigenvalues and eigenvectors

We will study how to understand how endomorphisms “work” by trying to find “nice”
representations of them. This will mean that we search for a basis of the underlying vector
space for which the matrix of f is as simple as possible. If f is the endomorphism fA of
Kn, this means finding a matrix B similar to A that is as simple as possible.

Definition 4.3.1 (Eigenvector, eigenspace, eigenvalue). Let V be a vector space over
K and t P K. An eigenvector of f with eigenvalue t is a non-zero vector v P V such
that fpvq “ tv.

If t is an eigenvalue of f , then the t-eigenspace Eigt,f of f is the set of all vectors v
such that fpvq “ tv. It is a vector subspace of V . The dimension of the eigenspace is called
the geometric multiplicity, or sometimes simply multiplicity, of t as an eigenvalue of
f .

The set of all eigenvalues of f is called the spectrum of f .
If n ě 1 and A P Mn,npKq, we speak of eigenvalues, eigenvectors, eigenspaces and

spectrum of A to mean those of the endomorphism fA : v ÞÑ Av of Kn.

81



Warning. An eigenvector must be non-zero! It is not enough to check fpvq “ tv to
deduce that t is an eigenvalue. On the other hand, 0 always belongs to the t-eigenspace
of f .

One point of an eigenvector is that if v is one, then it becomes extremely easy to
compute not only fpvq “ tv, but also fkpvq “ tkv, and so on...

By definition, if v belongs to the t-eigenspace of f , we have fpvq “ tv, which also
belongs to this eigenspace. So the t-eigenspace Eigt,f is a stable subspace for f . By defi-
nition, the endomorphism of Eigt,f induced by f on the t-eigenspace is the multiplication
by t on this space.

Remark 4.3.2. In quantum mechanics, eigenvalues are especially important: when
making an experiment on a quantum system, the measurement of some observable quan-
tity (energy, momentum, spin, etc), which is represented by an endomorphism f , is always
an eigenvalue of f . Hence, for instance, the observable energy levels of an hydrogen atom
are among the possible eigenvalues of the corresponding endomorphism.

Example 4.3.3. (1) The number t “ 0 is an eigenvalue of f if and only if the kernel
of f is not t0u, or in other words, if and only if f is not injective (equivalently, if V is
finite-dimensional, if and only if f is not an isomorphism); the corresponding eigenvectors
are the non-zero elements of the kernel of f .

(2) Let V “ RrXs be the vector space of polynomials with real coefficients. Consider
the endomorphism fpP q “ P 1, where P 1 is the derivative of P . Then the kernel of f is
the space of constant polynomials, so 0 is an eigenvalue for f with eigenspace the space
of constant polynomials. This is in fact the only eigenvalue: if t ­“ 0 and P 1 “ tP , then
we must have P constant because otherwise the degree of P 1 is the degree of P minus 1,
whereas the degree of tP is the same as that of P .

Consider on the other hand the endomorphism gpP q “ XP . Then g has no eigenvalue,
since if P ­“ 0, the degree of XP is degpP q ` 1, and either tP “ 0 (if t “ 0) or
degptP q “ degpP q for t P R.

(3) The eigenvalues depend on the choice of the field! A matrix in Mn,npQq might
have no eigenvalues, whereas the same does have some when viewed as a matrix with real
of complex coefficients (see Example 4.3.18 (4) below, for instance).

Remark 4.3.4. Using the Gauss Algorithm, one can compute the eigenvalues and
eigenspaces of an endomorphism f of a finite-dimensional vector space V of dimension n
as follows:

‚ Fix an ordered basis B of V and compute the matrix A “ Matpf ;B,Bq;
‚ Consider an arbitrary element t P K, and solve the linear system Ax “ tx for
x P Kn;

‚ The result will be a condition on t for the existence of a non-zero solution x P Kn;
those t which satisfy this condition are the eigenvalues of A and of f ;

‚ For each eigenvalue t (we will see below that, in this setting, there are only
finitely many), find the (non-zero) subspace W Ă Kn of solutions of Ax “ tx;
then use the basis B and Proposition 2.11.2 to “transport” the solution space
W of this equation to a subspace W 1 of V .

Proposition 4.3.5. Let V be a vector space and f an endomorphism of V . The
eigenspaces Eigt,f of f for the eigenvalues t of f are in direct sum.

In particular, if v1, . . . , vm are eigenvectors of f corresponding to different eigenvalues
t1, . . . , tm, then the vectors tv1, . . . , vmu are linearly independent in V .
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Proof. Let S Ă K be the spectrum of f . To check that the eigenspaces Eigt,f for
t P S are in direct sum, let vt P Eigt,f , for t P S, be vectors such that vt “ 0 for all but
finitely many t and

ÿ

tPS

vt “ 0.

We must show that vt “ 0 for all t. If this is not the case, there exists a smallest integer
m ě 1 for which there is a relation of this type with exactly m non-zero vectors vt. Let t1,
. . . , tm be corresponding (distinct) eigenvalues. So vti ­“ 0. Applying f to the equation

vt1 ` ¨ ¨ ¨ ` vtm “ 0,

we get by definition

t1vt1 ` ¨ ¨ ¨ ` tmvtm “ 0.

We multiply the first equation by t1 and subtract the result from this relation. It follows
that

0 ¨ vt1 ` pt2 ´ t1qvt2 ` ¨ ¨ ¨ ` ptm ´ t1qvtm “ 0.

Writing wti “ pti ´ t1qvti for 2 ď i ď m, we obtain m´ 1 non-zero vectors (since ti ­“ t1)
in Eigti,f with

wt2 ` ¨ ¨ ¨ ` wtm “ 0.

This contradicts the choice of m as the smallest integer for which such a relation exists.
So we must indeed have vt “ 0 for all t.

The final statement follows then from Proposition 4.1.11. �

Lemma 4.3.6. Let V be a finite-dimensional vector space and f P EndKpV q.
(1) Suppose t1, . . . , tm are distinct eigenvalues of f with eigenspaces V1, . . . , Vm of

dimensions n1, . . . , nm. Then the spaces Vi are in direct sum, and if B1, . . . , Bm are
ordered bases of V1, . . . , Vm, and B1 is an ordered basis of a complement W of V1‘¨ ¨ ¨‘Vm,
then pB1, . . . , Bm, B

1q is an ordered basis of V and the matrix representing f in this basis
has the block-form

¨

˚

˚

˚

˚

˝

t11n1 0 0 ¨ ¨ ¨ 0 ‹

0 t21n2 0 ¨ ¨ ¨ 0 ‹
...

...
0 0 0 ¨ ¨ ¨ tm1nm ‹

0 0 0 ¨ ¨ ¨ 0 A

˛

‹

‹

‹

‹

‚

for some matrix A in Md,dpKq, where d is the dimension of W .
(2) Conversely, if there exists a basis B of V such that the matrix of f in the basis B

is
¨

˚

˚

˚

˚

˝

t11n1 0 0 ¨ ¨ ¨ 0 ‹

0 t21n2 0 ¨ ¨ ¨ 0 ‹
...

...
0 0 0 ¨ ¨ ¨ tm1nm ‹

0 0 0 ¨ ¨ ¨ 0 A

˛

‹

‹

‹

‹

‚

for some ti P K and positive integers ni ě 1, then ti is an eigenvalue of f with geometric
multiplicity at least ni.

Proof. (1) By the previous proposition, the eigenspaces are in direct sum. By
Lemma 4.1.13, there exists a complement W in V of V1‘ ¨ ¨ ¨‘Vm, and hence an ordered
basis B1 of W . It is elementary and left as an exercise that pB1, . . . , Bm, B

1q is an ordered
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basis of V . Let A “ Matpf ;B,Bq. For the vectors in B1, we have fpvq “ t1v, so the cor-
responding columns have coefficients t1 on the diagonal, and 0 everywhere else. Similarly
for B2, . . . , Bm. This gives the stated form.

(2) For the converse, if B is a basis where the matrix of f has the form indicated, let
Bi be the vectors in B corresponding to the columns where the diagonal ti1ni appears.
For any vector v P Bi, we have fpvq “ tiv, so ti is an eigenvalue of f , and the space
generated by Bi, which has dimension ni, is contained in the ti-eigenspace. �

Example 4.3.7. (1) For instance, if K “ R, dimpV q “ 7 and t1 “ ´2 is an eigenvalue
with geometric multiplicity 3 and t2 “ π is an eigenvalue with geometric multiplicity 2,
the matrix representing f with respect to a basis of the type described in this lemma has
the form

¨

˚

˚

˚

˚

˚

˚

˚

˝

´2 0 0 0 0 a16 a17

0 ´2 0 0 0 a26 a27

0 0 ´2 0 0 a36 a37

0 0 0 π 0 a46 a47

0 0 0 0 π a56 a57

0 0 0 0 0 a66 a67

0 0 0 0 0 a76 a77

˛

‹

‹

‹

‹

‹

‹

‹

‚

for some coefficients aij in R.
(2) In the converse statement, note that without knowing more about the “remaining

columns”, one can not be sure that the geometric multiplicity of the eigenvalue ti is not
larger than ni.

Definition 4.3.8 (Diagonalizable matrix and endomorphism). Let V be a vector
space and f an endomorphism of V . One says that f is diagonalizable if there exists
an ordered basis B of V such that the elements of B are eigenvectors of f .

If n ě 1 and A P Mn.npKq is basis, one says that A is diagonalizable (over K) if the
endomorphism fA of Kn is diagonalizable.

Example 4.3.9. Diagonalizability is not restricted to finite-dimensional spaces! Con-
sider the space V “ RrXs and the endomorphism

fpP pXqq “ P p2Xq

for all polynomials P , so that for instance fpX2 ´ 3X ` πq “ 4X2 ´ 6X ` π. Then f
is diagonalizable: indeed, if we consider the ordered basis pPiqiě0 of V where Pi “ X i,
we have fpPiq “ 2iX i “ 2iPi, so that Pi is an eigenvector for the eigenvalue 2i. So there
exists a basis of eigenvectors.

On the other hand, the endomorphisms P ÞÑ P 1 and P ÞÑ XP are not diagonaliz-
able, since the former has only 0 has eigenvalue, and the corresponding eigenspace has
dimension 1, and the second has no eigenvalue at all.

Proposition 4.3.10. Let V be a finite-dimensional vector space and f an endomor-
phism of V . Then f is diagonalizable if and only if there exists an ordered basis of B of
V such that Matpf ;B,Bq is diagonal.

If A P Mn,npKq, then A is diagonalizable if and only if A is similar over K to a
diagonal matrix, namely to a matrix B “ pbijq with bij “ 0 if i ­“ j.

Proof. If f is diagonalizable, then the matrix representing f in an ordered basis of
eigenvectors is diagonal, since fpvq is a multiple of v for any basis vector. Conversely, if
the matrix A “ paijq representing f in an ordered basis B is diagonal, then for any v P B,
we get fpvq “ aiiv, so that each vector v of the basis is an eigenvector.
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For the second, recall that the matrix representing fA in a basis B of Kn is XAX´1,
where X is the change of basis matrix from the standard basis to B. So the first part
shows that fA is diagonalizable if and only if there exists X invertible with XAX´1

diagonal. �

Proposition 4.3.11. Let V be a finite-dimensional vector space and f an endomor-
phism of V . Then t P K is an eigenvalue of f if and only if detpt ¨ IdV ´ fq “ 0. The
t-eigenspace of f is the kernel of t ¨ IdV ´ f .

Proof. By definition, v satisfies fpvq “ tv if and only if pt ¨ IdV ´ fqpvq “ 0, or
equivalently if v P Kerpt ¨ IdV ´ fq. This shows that t is an eigenvalue of f if and only if
the kernel of t ¨ IdV ´ f is not t0u, and that the eigenspace is then this kernel. Finally,
since an endomorphism g is injective if and only if detpgq ­“ 0 (Proposition 4.2.10), it
follows that t is an eigenvalue if and only if detpt ¨ IdV ´ fq “ 0. �

Definition 4.3.12 (Characteristic polynomial). The function t ÞÑ detpt ¨ IdV ´ fq is
called the characteristic polynomial of the endomorphism f . It is denoted charf , so
that charf ptq “ detpt ¨ IdV ´ fq.

For any eigenvalue t0 of f , the algebraic multiplicity of f is the multiplicity of t0
as a zero of charf , i.e., the largest integer k ě 1 such that there exists a polynomial g
with

charf ptq “ pt´ t0q
kgptq

for all t P K, or equivalently the integer k ě 1 such that

charf pt0q “ ¨ ¨ ¨ “ char
pk´1q
f pt0q “ 0, char

pkq
f pt0q ­“ 0.

In practice, one can compute the characteristic polynomial of f by fixing an ordered
basis B of V , computing the matrix A representing f with respect to B, and then we
have

charf ptq “ detpt1n ´ Aq.

For a matrix A, the function t ÞÑ detpt1n ´Aq, which is the characteristic polynomial of
the linear map fA, is also called the characteristic polynomial of A.

Lemma 4.3.13. The characteristic polynomial is indeed a polynomial; it has degree
n “ dimpV q. More precisely, there are elements c0, . . . , cn´1 in K such that

(4.2) charf ptq “ tn ` cn´1t
n´1

` ¨ ¨ ¨ ` c1t` c0

for all t P K. We have in particular

c0 “ p´1qn detpfq, cn´1 “ ´Trpfq.

Proof. Let B be an ordered basis of V , and A “ Matpf ;B,Bq so that, as explained,
we have charf ptq “ detpt1n ´ Aq for all t P K. Write A “ paijq1ďi,jďn. Then the matrix
t1n ´ A has coefficients bij where

bii “ t´ aii, bij “ ´aij if i ­“ j.

Using (3.6), we have

charf ptq “ detpBq “
ÿ

σPSn

sgnpσqb1σp1q ¨ ¨ ¨ bnσpnq.

This is a finite sum where each term is a product of either an element of K (if σpiq ­“ i)
or a polynomial t ´ aii (if σpiq “ i). So each term is a polynomial of degree at most n,
and therefore the sum is also a polynomial of degree at most n.
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To compute the precise degree, note that

(4.3) sgnpσqb1σp1q ¨ ¨ ¨ bnσpnq

is a polynomial of degree at most equal to the number F pσq of integers i such that σpiq “ i
(since these correspond to factors biσpiq of degree 1. So the terms of degree n correspond
to permutations with σpiq “ i for all i, which means that this is only the case of the
permutation σ “ 1.

Moreover. we claim that if σ ­“ 1, then the degree of (4.3) is at most n ´ 2. Indeed,
if the degree is ě n ´ 1, this would mean that there exist n ´ 1 integers 1 ď i ď n with
σpiq “ i. Let j be remaining integer between 1 and n. Since σ is injective, for any i ­“ j,
we have i “ σpiq ­“ σpjq. So σpjq must also be equal to j, which means that σ “ 1.

Since the term (4.3) for σ “ 1 is

pt´ a11q ¨ ¨ ¨ pt´ annq

the conclusion is that

charf ptq “ pt´ a11q ¨ ¨ ¨ pt´ annq ` P ptq

where P has degree at most n´ 2. So the characteristic polynomial has the form (4.2).
We compute the coefficient c0 by noting that c0 “ charf p0q “ detp´Aq “ p´1qn detpAq

(because of multilinearity applied to the n columns of ´A). To compute cn´1, we compute
the coefficient of tn´1 in pt´ a11q ¨ ¨ ¨ pt´ annq, and this is ´a11 ´ ¨ ¨ ¨ ´ ann, which means
that cn´1 “ ´Trpfq. �

Theorem 4.3.14 (Existence of eigenvalues). Let K “ C and n ě 1. Any endomor-
phism f of a vector space V over C of dimension dimpV q “ n has at least one eigenvalue.
In addition, the sum of the algebraic multiplicities of the eigenvalues of f is equal to n.

In particular, if A PMn,npCq is a matrix, then there is at least one eigenvalue of A.

Proof. Because of Proposition 4.3.11 and Lemma 4.3.13, an eigenvalue of f is a root
of the characteristic polynomial charf ; this polynomial is of degree n ě 1, and by the
fundamental theorem of algebra, there exists at least one t P C such that charf ptq “ 0. �

Remark 4.3.15. This property is very special and is not true for K “ Q or K “ R,
or when V has infinite dimension. In fact, it is equivalent to the fundamental theorem
of algebra because any polynomial P P CrXs with degree n ě 1 is the characteristic
polynomial of some matrix A P Mn,npCq, so that eigenvalues of A correspond exactly to
zeros of P .

Proposition 4.3.16. Let V be a finite-dimensional K-vector space of dimension n ě
1 and f an endomorphism of V . If the characteristic polynomial has n distinct roots in
K, or in other words, if the algebraic multiplicity of any eigenvalue is equal to 1, then f
is diagonalizable.

Proof. This is because there will then be n eigenvectors corresponding to the n
distinct eigenvalues; these are linearly independent (by Lemma 4.3.6 (1)), and the space
they generate has dimension n, and is therefore equal to V (Proposition 2.8.2), so there
is a basis of eigenvectors of f . �

Note that this sufficient condition is not necessary. For instance, the identity endo-
morphism is obviously diagonalizable, and its characteristic polynomial is pt´ 1qn, which
has one eigenvalue with algebraic multiplicity equal to n.
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Remark 4.3.17. If K “ C, then for “random” examples of matrices or endomor-
phisms, the condition indicated will be true. So, in some sense, “almost” all matrices are
diagonalizable.

However, this is certainly not the case of all matrices (if the dimension is ě 2). We
will discuss later in Chapter 7 how to find a good replacement (the “Jordan form”) for
diagonalization. that applies to all matrices.

Example 4.3.18. (1) For V of dimension 2, the characteristic polynomial of f P
EndKpV q is

charf ptq “ t2 ´ Trpfqt` detpfq.

If K “ C, we see that f is diagonalizable if Trpfq2´ 4 detpfq ­“ 0. If K “ R, we see that
f has at least one eigenvalue if and only if Trpfq2 ´ 4 detpfq ě 0, and is diagonalizable if
Trpfq2 ´ 4 detpfq ą 0.

(2) For A “ 1n (or f “ IdV ), the characteristic polynomial is pt´ 1qn.
(3) For an upper-triangular matrix

A “

¨

˚

˚

˝

a11 a12 ¨ ¨ ¨ ¨ ¨ ¨

0 a22 ¨ ¨ ¨ ¨ ¨ ¨
...

...
...

...
0 ¨ ¨ ¨ 0 ann

˛

‹

‹

‚

,

we have

charAptq “

∣∣∣∣∣∣∣∣
t´ a11 ´a12 ¨ ¨ ¨ ¨ ¨ ¨

0 t´ a22 ¨ ¨ ¨ ¨ ¨ ¨
...

...
...

...
0 ¨ ¨ ¨ 0 t´ ann

∣∣∣∣∣∣∣∣ “ pt´ a11q ¨ ¨ ¨ pt´ annq

so that t is an eigenvalue of A if and only if t is one of the diagonal coefficients aii. If
the diagonal coefficients aii are all different, then A is diagonalizable. The converse is
however again not true.

The geometric multiplicity of an eigenvalue t is in general not equal to the algebraic
multiplicity, which is the number of indices such that aii “ t. For instance, let t0 P K
and consider

A “

ˆ

t0 1
0 t0

˙

PM2,2pKq.

The only eigenvalue of A is t “ t0, with algebraic multiplicity equal to 2, and the charac-

teristic polynomial is pt ´ t0q
2. However, if we solve the linear system A

ˆ

x
y

˙

“ t0

ˆ

x
y

˙

to find the t0-eigenspace of fA, we obtain
#

t0x` y “ t0x

t0y “ t0y
,

which is equivalent to y “ 0. This means that the 1-eigenspace is the space of vectors
ˆ

x
0

˙

, which is one-dimensional. In particular, there is no basis of eigenvectors, so A is

not diagonalizable.
(4) Here is a very classical example of using eigenvalues to solve a problem a priori

unrelated to linear algebra. Consider the Fibonacci sequence pFnqně1 where F0 “ 0,
F1 “ 1 and Fn`2 “ Fn`1 ` Fn for all n ě 0. In particular, F2 “ 1, F3 “ 2, etc. The goal
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is to find a formula for Fn (from which one can, in particular, easily answer questions
such as: how many digits does Fn have when n is large?).

We first find a matrix representation of Fn. Let

A “

ˆ

0 1
1 1

˙

“

ˆ

F0 F1

F1 F2

˙

PM2,2pCq.

A simple induction shows that for n ě 1, we have the formula

An “

ˆ

Fn´1 Fn
Fn Fn`1

˙

.

So we are led to the problem of computing the coefficients of An. The idea is to diagonalize
A (if possible), because it is easy to compute the powers of a diagonal matrix. The
characteristic polynomial of A is

P ptq “ t2 ´ TrpAqt` detpAq “ t2 ´ t´ 1.

It has discriminant 5 and two real roots

ω1 “
1`

?
5

2
, ω2 “

1´
?

5

2
.

(note that if we view A as an element of M2,2pQq, then the spectrum is empty, since ω1

and ω2 are not in Q). Therefore A is diagonalizable. We find eigenvectors of A by solving
the equations Av1 “ ω1v1 and Av2 “ ω2v2, and find easily that

v1 “

ˆ

1
ω1

˙

P Eigω1,A, v2 “

ˆ

1
ω2

˙

P Eigω2,A

(this can be checked:

fpv1q “

ˆ

ω1

1` ω1

˙

“

ˆ

ω1

ω2
1

˙

“ ω1v1,

because ω2
1 “ ω1 ` 1, etc.)

In the basis B “ pv1, v2q, the matrix representing fA is the diagonal matrix

D “

ˆ

ω1 0
0 ω2

˙

.

Note that

Dn
“

ˆ

ωn1 0
0 ωn2

˙

for any n ě 1. The change of basis matrix X from the standard basis to B is computed
by expressing the standard basis vectors in terms of v1 and v2; we find

X “

ˆ ω2

ω2´ω1

1
ω1´ω2

´ ω1

ω2´ω1
´ 1
ω1´ω2

˙

e.g., we have
ω2

ω2 ´ ω1

v1 ´
ω1

ω2 ´ ω1

v2 “

ˆ

1
0

˙

.

So this means that

A “ XDX´1,

and then by induction we get

An “ XDnX´1
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for all n ě 1 (for instance, A2 “ XDX´1 ¨XDX´1 “ XD2X´1, and so on). Computing
the product and using

An “

ˆ

Fn´1 Fn
Fn Fn`1

˙

leads to the formula

Fn “
ωn1 ´ ω

n
2

ω1 ´ ω2

.

In general, we have seen that the geometric and algebraic multiplicities are not equal,
but there are nevertheless some relations.

Proposition 4.3.19. Let V be a finite-dimensional vector space of dimension n ě 1
and let f P EndKpV q.

(1) Let t0 be an eigenvalue of f . Then the algebraic multiplicity of t0 is at least the
geometric multiplicity of t0.

(2) If K “ C, then the endomorphism f is diagonalizable if and only if, for all
eigenvalues t0 of f , the algebraic and geometric multiplicities are equal.

Proof. (1) Let m “ dimpEigt0,f q be the geometric multiplicity of t as an eigenvalue of
f , and let B0 “ pv1, . . . , vmq be an ordered basis of the t-eigenspace. Let B “ pB0, B1q be
an ordered basis of V . The matrix representing f with respect to B is partially diagonal:

Matpf ;B,Bq “

¨

˚

˚

˚

˚

˝

t0 0 0 ¨ ¨ ¨ 0 ‹

0 t0 0 ¨ ¨ ¨ 0 ‹
...

...
0 0 0 ¨ ¨ ¨ t0 ‹

0 0 0 ¨ ¨ ¨ 0 A

˛

‹

‹

‹

‹

‚

where A is some matrix of size CardpB1q “ dimpV q ´m “ n´m. Then

MatptIdV ´ f ;B,Bq “

¨

˚

˚

˚

˚

˝

t´ t0 0 0 ¨ ¨ ¨ 0 ‹

0 t´ t0 0 ¨ ¨ ¨ 0 ‹
...

...
0 0 0 ¨ ¨ ¨ t´ t0 ‹

0 0 0 ¨ ¨ ¨ 0 t1n´m ´ A

˛

‹

‹

‹

‹

‚

is also partially diagonal. Using m times the formula (3.3), it follows that

charf ptq “ pt´ t0q
mcharAptq.

So the algebraic multiplicity of t0 is at least m.
(2) Assume K “ C. If f is diagonalizable, then we obtain

charf ptq “
n
ź

i“1

pt´ tiq

where pt1, . . . , tnq are the diagonal coefficients in a diagonal matrix representing f in a
basis pv1, . . . , vnq of eigenvectors. It follows that, for any eigenvalue tj, the algebraic
multiplicity is the number of indices i with ti “ tj, and the corresponding eigenspace is
generated by the vi’s for the same indices i. In particular, the algebraic and geometric
multiplicities are the same.

Conversely, assume that the algebraic and geometric multiplicities are the same. Since
K “ C, the sum of the algebraic multiplicities is n (Theorem 4.3.14); therefore the sum of
the dimensions of the different eigenspaces is also equal to n, and since these are linearly
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independent, this means that putting together thebases of the eigenspaces of f , we obtain
a basis of V . Hence f is diagonalizable. �

4.4. Some special endomorphisms

We consider some extremely special but important classes of endomorphisms.

Definition 4.4.1 (Projection, involution, nilpotent endomorphism). (1) Let X be
any set and f : X Ñ X any map. One says that f is an involution if f ˝ f “ IdX . If X
is a K-vector space and f is linear, we say that f is a linear involution.

(2) Let V be a K-vector space. A projection of V is an endomorphism p of V such
that p ˝ p “ p.

(3) Let V be a K-vector space and f an endomorphism of V . One says that f is
nilpotent if there exists an integer k ě 0 such that fk “ f ˝ f ˝ ¨ ¨ ¨ ˝ f “ 0. If A is a
matrix, we say that A is nilpotent if there exists k ě 0 such that Ak “ 0, or equivalently
if the endomorphism fA of Kn is nilpotent.

Example 4.4.2. (1) The identity map is an involution on any set X; on X “

t1, . . . , nu, any transposition is an involution. The linear map associated to the per-
mutation matrix of a transposition is a linear involution.

(2) Let V “ Mn,npKq. The transpose map A ÞÑ tA on V “ Mn,npKq is a linear
involution. Let X be the set of invertible matrices in V ; the map A ÞÑ A´1 is an
involution on X, but it is not linear (the set X is not a vector space anyway).

(3) Let X “ C; the complex conjugate map c : z ÞÑ z̄ is an involution. If X is viewed
as a real vector space, then c is a linear involution, but if X is viewed as a complex vector
space, it is not (since cpizq “ ´iz).

(4) Let V be the space of all functions from r´1, 1s to C. For f P V , define jpfq to
be the function x ÞÑ fp´xq. Then j : V Ñ V is a linear involution.

(5) Let V be a K-vector space and letW1 and W2 be subspaces such that V “ W1‘W2.
For any v P V , we can then write v “ w1 ` w2 for some unique vectors w1 P W1 and
w2 P W2. Therefore we can define a map p : V Ñ V by ppvq “ w1. This map is linear,
because of the uniqueness: for v and v1 in V and t, t1 P K, if we have v “ w1 ` w2 and
v1 “ w11 ` w12, then tv ` t1v1 “ ptw1 ` t1w11q ` ptw2 ` t1w12q, with tw1 ` t1w11 P W1 and
tw2 ` t

1w12 P W2, so that pptv ` t1v1q “ tw1 ` t
1w11 “ tppvq ` t1ppv1q.

The map p is a projection of V : indeed, since ppvq P W1, the decomposition of ppvq
in terms of W1 and W2 is ppvq “ ppvq ` 0, and get ppppvqq “ ppvq. We say that p is the
projection of V on W1 parallel to W2, or the projection with image W1 and kernel W2

(see below for the justification of this terminology).
(6) Suppose that V “ Kn and f “ fA where A “ paijq is upper-triangular with

diagonal coefficients equal to 0:

A “

¨

˚

˚

˚

˚

˚

˝

0 a12 ¨ ¨ ¨ ¨ ¨ ¨

0 0 a23
...

...
...

...
...

0 ¨ ¨ ¨ 0 an´1,n

0 ¨ ¨ ¨ 0 0

˛

‹

‹

‹

‹

‹

‚

.

(in other words, we have aij “ 0 if i ě j). Then fA is nilpotent, and more precisely, we
have fnA “ fAn “ 0.

To prove, we claim that for 1 ď k ď n´1, the image of fkA is contained in the subspace
Wk of Kn generated by the first n´ k basis vectors of the standard basis of Kn. Indeed,
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the point is that the form of the matrix shows that for 1 ď i ď n, the vector fApeiq is a
linear combination of e1, . . . , ei´1, so belongs to Wi´1. Then we get ImpfAq Ă W1 since
Wi Ă W1 for i ě 1. Then the image of f 2

A is contained in the image of the first n ´ 1
basis vectors under fA, which is contained in W2, etc. This gives the stated claim by
induction. Now the image of fn´1

A is contained in Wn´1, which is the space generated by
e1. But the matrix shows that fApe1q “ 0, and hence the image of fnA is t0u.

The next proposition deals with involutions.

Proposition 4.4.3. Let K be a field of characteristic different from 2, for instance
Q, R or C.

Let V be a K-vector space and j a linear involution of V . Then the spectrum of j
is contained in t´1, 1u and V is the direct sum of the 1-eigenspace of j and the ´1-
eigenspace of j. In particular, j is diagonalizable.

Proof. If t is an eigenvalue of j and v a t-eigenvector, then from applying j to the
relation jpvq “ tv, we get v “ pj ˝ jqpvq “ tjpvq “ t2v, so that p1´ t2qv “ 0. Since v ­“ 0,
we have t2 “ 1 so t is either 1 or ´1.

The 1-eigenspace is V1 “ tv P V | jpvq “ vu and the p´1q-eigenspace is V´1 “ tv P
V | jpvq “ ´vu. They are in direct sum (as explained in the first part of Lemma 4.3.6).
To check that V1 ‘ V´1 “ V , we simply write

(4.4) v “
1

2
pv ` jpvqq `

1

2
pv ´ jpvqq,

and observe that since j is an involution, we have

j
´1

2
pv ` jpvqq

¯

“
1

2
pjpvq ` j2

pvqq “
1

2
pjpvq ` vq,

j
´1

2
pv ´ jpvqq

¯

“
1

2
pjpvq ´ j2

pvqq “ ´
1

2
pv ´ jpvqq,

so v P V1 ` V´1.
Taking an ordered basis B1 of V1 and an ordered basis B´1 of V´1, we see that

pB1, B´1q is an ordered basis of V formed of eigenvectors of j, so j is diagonalizable. �

The following proposition gives a “geometric” description of the set of all projections
on a vector space V .

Proposition 4.4.4. Let V be a vector space. Let X1 be the set of all projections
p P EndKpV q and let X2 be the set of all pairs pW1,W2q of subspaces of V such that
W1 ‘W2 “ V , i.e., such that W1 and W2 are in direct sum and their sum is V .

The maps

F1

#

X1 Ñ X2

p ÞÑ pImppq,Kerppqq

and (cf. Example 4.4.2 (5 ))

F2

#

X2 Ñ X1

pW1,W2q ÞÑ the projection on W1 parallel to W2

are well-defined and are reciprocal bijections. Moreover Imppq “ KerpIdV ´ pq.

Proof. We first check that Imppq “ KerpIdV ´ pq. Indeed, if v P V and w “ ppvq,
then we get ppwq “ p2pvq “ ppvq “ w, so that the image of p is contained in KerpIdV ´pq.
Conversely, if ppvq “ v, then v belongs to the image of p.
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Now we check first that F1 is well-defined, which means that pImppq,Kerppqq be-
longs to X2. Since Imppq “ KerpIdV ´ P q, the sum of Imppq and Kerppq is the sum of
eigenspaces corresponding to different eigenvalue of p, and therefore it is a direct sum
(Proposition 4.3.5). Moreover Imppq `Kerppq “ V because we can write any v P V as

v “ ppvq ` pv ´ ppvqq

where the first term belongs to Imppq and the second satisfies ppv´ppvqq “ ppvq´p2pvq “
0, so that it belongs to Kerppq.

It remains to check that the compositions F1˝F2 and F2˝F1 are the respective identity
maps.

First, if p P X1, then q “ F2pF1ppqq is the projection to Imppq parallel to Kerppq; this
means that for v P V , we have qpvq “ w1 where

v “ w1 ` w2

with w1 P Imppq and w2 P Kerppq. But then ppvq “ ppw1q “ w1, so we have q “ p. This
means that F2 ˝ F1 “ IdX1 .

Finally, for pW1,W2q P X2, we have F1pF2pW1,W2qq “ pImppq,Kerppqq where p is
the projection on W1 parallel to W2. By definition, the image of p is contained in W1,
and in fact is equal to W1, since ppw1q “ w1 for all w1 P W1, which shows the converse
inclusion. And by construction, we have ppvq “ 0 if and only if v “ 0`w2 with w2 P W2,
which means that Kerppq “ W2. So F1pF2pW1,W2qq “ pW1,W2q, which means that
F1 ˝ F2 “ IdX2 . �

Proposition 4.4.5. Let V be a K-vector space and p a projection of V .
(1) The spectrum of j is contained in t0, 1u and V is the direct sum of the kernel V0 of

p and the 1-eigenspace of p. In particular, p is diagonalizable. Moreover, the 1-eigenspace
V1 of p is the image of p.

(2) The linear map q “ IdV ´p is a projection with kernel equal to the image of p and
image equal to the kernel of p.

Proof. (1) If t is an eigenvalue of p and v a t-eigenvector, then from ppvq “ tv we
deduce that p2pvq “ t2v, so that pt´ t2qv “ 0, and hence tp1´ tq “ 0. So the spectrum is
contained in t0, 1u. The 0-eigenspace is of course the kernel of p. The previous proposition
shows that KerpIdV ´ pq “ Imppq, so that the 1-eigenspace (if non-zero) is the image of
p. Since Imppq ‘ Kerppq “ V , this means that p is diagonalizable: if B0 is a basis of
Imppq “ KerpIdV ´ pq and B1 is a basis of Kerppq, then B0 Y B1 is a basis of V made of
eigenvectors of p.

(2) We can compute

q2
“ pIdV ´ pq ˝ pIdV ´ pq “ pIdV ´ pq ´ p ˝ pIdV ´ pq “ IdV ´ p´ p` p

2
“ IdV ´ p “ q,

so that q is a projection. We see immediately that the kernel of q is the 1-eigenspace of
p, hence is the image of p, and that the image of q, which is its 1-eigenspace, is the kernel
of p. �

Proposition 4.4.6. Let V be a finite-dimensional K-vector space and let f be a
nilpotent endomorphism of V . Let n “ dimpV q. Then fn “ 0. More precisely, for any
vector v ­“ 0 in V , and k ě 0 such that fkpvq “ 0 but fk´1pvq “ 0, the vectors

pv, fpvq, . . . , fk´1
pvqq

are linearly independent.
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In Proposition 7.2.3 below, we will obtain a much more precise description of nilpotent
endomorphisms, and this will be a key ot the Jordan Normal Form.

Proof. First, the second statement is indeed more precise than the first: let k ě 1
be such that fk “ 0 but fk´1 ­“ 0; there exists v ­“ 0 such that fk´1pvq ­“ 0, and we
obtain k ď n by applying the second result to this vector v.

We now prove the second claim. Assume therefore that v ­“ 0 and that fkpvq “ 0 but
fk´1pvq ­“ 0. Let t0, . . . , tk´1 be elements of K such that

t1v ` ¨ ¨ ¨ ` tk´1f
k´1
pvq “ 0.

Apply fk´1 to this relation; since fkpvq “ ¨ ¨ ¨ “ f 2k´2pvq “ 0, we get

t1f
k´1
pvq “ t1f

k´1
pvq ` t2f

k
pvq ` ¨ ¨ ¨ ` tk´1f

2k´2
pvq “ 0,

and therefore t1f
k´1pvq “ 0. Since fk´1pvq was assumed to be non-zero, it follows that

t1 “ 0. Now repeating this argument, but applying fk´2 to the linear relation (and using
the fact that t1 “ 0), we get t2 “ 0. Then similarly we derive by induction that ti “ 0
for all i, proving the linear independence stated. �
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CHAPTER 5

Euclidean spaces

5.1. Properties of the transpose

The following properties of the transpose of matrices will be reviewed and understood
more conceptually in the chapter on duality, but they can be checked here quickly.

Proposition 5.1.1. Let K be a field.
(1) For A PMm,npKq, B PMp,mpKq, we have

t
pBAq “ tAtB PMp,npKq.

(2) A matrix A P Mn,npKq is invertible if and only if tA is invertible, and we have
ptAq´1 “ tpA´1q.

Proof. (1) is a direct computation from the definition.
(2) We know that detpAq “ detptAq, so A is invertible if and only if tA is. Moreover

from
tAtpA´1

q “
tA´1A “ t1n “ 1n,

we see that the inverse of tA is the transpose of A´1. �

5.2. Bilinear forms

Definition 5.2.1 (Bilinear form). Let V be a K-vector space. A linear form on V
is a linear map V Ñ K. A bilinear form b on V is a bilinear map V ˆ V Ñ K.

As in Definition 3.1.3, a bilinear form b is symmetric if bpv1, v2q “ bpv2, v1q for v1

and v2 in V , and it is alternating if bpv, vq “ 0 for all v P V .

In other words, a bilinear form is a map with values in K such that

bpsv1 ` tv2, wq “ sbpv1, wq ` tbpv2, wq, bpv, sw1 ` tw2q “ sbpv, w1q ` tbpv, w2q

for all s and t P K, and all v1, v2, v, w, w1, w2 in V .
If b is alternating then from bpx` y, x` yq “ 0, we deduce that bpx, yq “ ´bpy, xq.

Example 5.2.2. (1) For any linear forms λ1 and λ2, the product

bpv1, v2q “ λ1pv1qλ2pv2q

is a bilinear form. It is symmetric if λ1 “ λ2 (but only alternating if λ1 “ 0 or λ2 “ 0).
(2) The set BilpV q of all bilinear forms on V is a subset of the space of all functions

V ˆ V Ñ K; it is in fact a vector subspace: the sum of two bilinear forms is bilinear
and the product of a bilinear form with an element of K is bilinear. Moreover, the sets
BilspV q and BilapV q of symmetric and alternating bilinear forms are subspaces of BilpV q.

(3) Let V be the vector space over C of all complex-valued continuous functions on
r0, 1s. Let

b1pf1, f2q “ f1p0qf2p0q

and

b2pf1, f2q “

ż 1

0

f1pxqf2pxqdx
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for f1 and f2 in V . Then b1 and b2 are symmetric bilinear forms on V . On the other
hand, the bilinear form b3pf1, f2q “ f1p0qf2p1q is not symmetric.

(4) Let V “ K2. Define

b
´

ˆ

x
z

˙

,

ˆ

y
t

˙

¯

“ xt´ yz.

Then b is an alternating bilinear form on V .
(5) Let n ě 1 be an integer and let V “ K2n. For v “ ptiq1ďiď2n and w “ psiq1ďiď2n,

define

bpv, wq “ t1s2 ´ t2s1 ` ¨ ¨ ¨ ` t2n´1s2n ´ t2ns2n´1.

Then b is a bilinear form (because each map v ÞÑ ti or w ÞÑ si is a linear form, and b
is a sum of products of two linear forms, so that Examples (1) and (2) imply that it is
bilinear). It is moreover alternating, as one sees immediately.

(6) Let f1, f2 : V1 Ñ V2 be linear maps. For any b P BilpV2q, define

bf1,f2pv, wq “ bpf1pvq, f2pwqq.

Then bf1,f2 is a bilinear form on V1, and the map

Bilpf1, f2q : b ÞÑ bf1,f2

is a linear map from BilpV2q to BilpV1q.
(7) Let V “ Kn and let A P Mn,npKq. For x P V , the transpose tx is a row vector in

Kn; we define

bpx, yq “ txAy

for x and y P Kn. Then b is a bilinear form. Indeed, this product is a matrix in M1,1pKq,
hence an element of K. We have

bpx, ty1 ` sy2q “
txApty1 ` sy2q “

txptAy1 ` sAy2q “ tbpx, y1q ` sbpx, y2q

and similarly bptx1`sx2, yq “ tbpx1, yq`sbpx2, yq. In terms of the coefficients aij of A, one
checks (see the proof of Proposition 5.2.3 below) that for x “ pxiq1ďiďn and y “ pyjq1ďjďn
in Kn, we have

bpx, yq “
ÿ

i,j

aijxiyj.

In particular, if A “ 1n is the identity matrix, we obtain

bpx, yq “
n
ÿ

i“1

xiyi.
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Proposition 5.2.3. Let V be a finite-dimensional space.
(1) For any ordered basis B “ pv1, . . . , vnq of V , the application

βB

#

BilpV q ÑMn,npKq

b ÞÑ pbpvi, vjqq1ďi,jďn

is an isomorphism. In particular, dim BilpV q “ dimpV q2. The bilinear form b is sym-
metric if and only if tβBpbq “ βBpbq.

(2) For any x “ ptiq P Kn and y “ psjq P Kn, we have

b
´

ÿ

i

tivi,
ÿ

j

sjvj

¯

“
ÿ

i,j

bpvi, vjqtisj “
txAy

where A “ βBpbq.
(3) If B and B1 are ordered bases of V and X “ MB1,B is the change of basis matrix,

then for all b P BilpV q we have

βB1pbq “
tXβBpbqX.

Proof. (1) The linearity of βB is easy to check. We next check that this map is
injective. If βBpbq “ 0, then bpvi, vjq “ 0 for all i and j. Then, using bilinearity, for any
vectors

(5.1) v “ t1v1 ` ¨ ¨ ¨ ` tnvn, w “ s1v1 ` ¨ ¨ ¨ ` snvn,

we get

bpv, wq “ bpt1v1 ` ¨ ¨ ¨ ` tnvn, wq “
n
ÿ

i“1

tibpvi, wq

“

n
ÿ

i“1

tibpvi, s1v1 ` ¨ ¨ ¨ ` snvnq

“
ÿ

i,j

tisjbpvi, vjq “ 0,

so that b “ 0. Finally, given a matrix A “ paijq PMn,npKq, define

bpv, wq “
ÿ

i,j

aijtisj

for v and w as in (5.1). This is a well-defined map from V ˆ V to K. For each i and j,
pv, wq ÞÑ aijtisj is bilinear (product of two linear forms and a number), so the sum b is
in BilpV q. For v “ vi0 and w “ vj0 , the coefficients ti and sj are zero except that ti0 “ 1
and sj0 “ 1. Therefore bpvi, vjq “ aij. This means that βBpbq “ A, which means that any
A is in the image of βB, and hence we conclude that βB is surjective.

By bilinearity, a bilinear form b is symmetric if and only if bpvi, vjq “ bpvj, viq for all
i and j, and this condition is equivalent to saying that the transpose of the matrix βBpbq
is equal to itself.

(2) The first formula has already been deduced during the proof of (1), so we need to
check that for A “ βBpbq, we have

ÿ

i,j

bpvi, vjqtisj “
txAy.
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Indeed, we have

Ay “
´

ÿ

j

bpvi, vjqsj

¯

1ďiďn
,

and therefore

txAy “ pt1 ¨ ¨ ¨ tnq ¨ Ay “
ÿ

i

ti

´

ÿ

j

bpvi, vjqsj

¯

“
ÿ

1ďi,jďn

tisjbpvi, vjq.

(3) Let B1 “ pw1, . . . , wnq. If X “ MB1,B “ paijq is the change of basis matrix, and
xj “ paijq1ďiďn denotes the j-th column of X, then we have by definition

wj “
n
ÿ

i“1

aijvi

for 1 ď j ď n. So by (2) we get

bpwi, wjq “
txiβBpbqxj

for all i and j. Now consider the matrix tXβBpbqX and denote its coefficients pcijq. Then
cij is the product of the i-th row of tX with the j-th column of βBpbqX, which is the
product of βBpbq and the j-th column of X. This means that

cij “
txiβBpbqxj “ bpwi, wjq,

and hence βB1pbq “
tXβBpbqX. �

Definition 5.2.4 (Left and right kernels). Let b be a bilinear form on V . The left-
kernel of b is the set of vectors v P V such that

bpv, wq “ 0 for all w P V,

and the right-kernel of b is the set of vectors w P V such that

bpv, wq “ 0 for all v P V.

A bilinear form b on V is non-degenerate if the right and the left kernels are both
equal to t0u.

If b is symmetric, then the left and right kernels are equal.

Proposition 5.2.5. Let V be a finite-dimensional vector space and B “ pviq an
ordered basis of V . Then a bilinear form b on V is non-degenerate if and only if
detpβBpbqq ­“ 0.

Proof. Suppose first that the left-kernel of b contains a non-zero vector v. There is
an ordered basis B1 of V such that v is the first vector of B1 (Theorem 2.7.1 (2)). We
have

βBpbq “
tXβB1pbqX

where X “ MB,B1 (Proposition 5.2.3 (3)). Since the coefficients bpv, v1q of the first row of
βB1pbq are zero, we get detpβB1pbqq “ 0, hence detpβBpbqq “ 0. Similarly, if the right-kernel
of b is non-zero, we deduce that detpβBpbqq “ 0.

We now consider the converse and assume that detpβBpbqq “ 0. Then the columns Cj
of the matrix βBpbq are not linearly independent. Let then t1, . . . , tn be elements of K,
not all equal to 0, such that

t1C1 ` ¨ ¨ ¨ ` tnCn “ 0n P Kn.

Since Cj “ pbpvi, vjqq1ďiďn, this means that for 1 ď i ď n, we have

t1bpvi, v1q ` ¨ ¨ ¨ ` tnbpvi, vnq “ 0.
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By bilinearity, this means that

bpvi, t1v1 ` ¨ ¨ ¨ ` tnvnq “ 0

for all i. But then (by bilinearity again) the vector t1v1` ¨ ¨ ¨ ` tnvn belongs to the right-
kernel of b. Similarly, using the fact that the rows of βBpbq are not linearly independent,
we deduce that the left-kernel of b is non-zero. �

Proposition 5.2.6. Let V be finite-dimensional and let b P BilpV q be a non-
degenerate bilinear form. For w P V , denote by λw the linear form

λwpvq “ bpv, wq.

Then the map
#

V Ñ HomKpV,Kq

w ÞÑ λw

is an isomorphism.

Proof. Since both spaces have the same dimension, it suffices to check that this map
is injective. But if λw “ 0, we obtain bpv, wq “ 0 for all v, which means that w belongs
to the right-kernel of b, which is zero since b is non-degenerate. �

Example 5.2.7. (1) We describe more precisely BilpKnq for n “ 1 and 2. For n “ 1,
a bilinear form on K is of the form bpx, yq “ axy for some a P K. It is always symmetric
and non-degenerate if and only if a ­“ 0.

For n “ 2, the bilinear form associated to the matrix

A “

ˆ

a11 a12

a21 a22

˙

is

b
´

ˆ

x1

y1

˙

,

ˆ

x2

y2

˙

¯

“ a11x1x2 ` a12x1y2 ` a21x2y1 ` a22x2y2.

This bilinear form is non-degenerate if and only if a11a22 ´ a12a21 ­“ 0. It is symmetric
if and only if a12 “ a21, and alternating if and only if a11 “ a22 “ 0 and a12 “ ´a21.
(This corresponds to the fact that the determinant is, up to multiplication with a fixed
number, the only alternating bilinear form on K2).

(2) Let b be the alternating bilinear form on K2n of Example 5.2.2 (5):

bpv, wq “ t1s2 ´ t2s1 ` ¨ ¨ ¨ ` t2n´1s2n ´ t2ns2n´1

for v “ ptiq and w “ psjq. This bilinear form is non-degenerate. Indeed, the alternating
property (in the form bpv, wq “ ´bpw, vq) shows that it suffices to prove that the left-
kernel of b is non-zero. Let v “ ptiq be such that bpv, wq “ 0 for all w P K2n. Taking for
w the elements e1, . . . , e2n of the standard basis, we obtain

0 “ bpv, e2iq “ t2i´1, 0 “ bpv, e2i´1q “ ´t2i

for 1 ď i ď n, so ti “ 0 for all i.

5.3. Euclidean scalar products

We now consider exclusively the case K “ R. In this case there is an extra structure
available: the ordering between real numbers.
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Definition 5.3.1 (Positive bilinear form, scalar product). Let V be an R-vector
space. A bilinear form b P BilpV q is called positive if b is symmetric and

bpv, vq ě 0

for all v P V ; it is called positive definite, or a scalar product if it is positive and if
bpv, vq “ 0 if and only if v “ 0.

If b is positive, then two vectors v and w are said to be orthogonal if and only if
bpv, wq “ 0. This is denoted v K w, or v Kb w if we wish to specify wichi bilinear form b
is considered.

If v and w are orthogonal, note that we obtain

bpv ` w, v ` wq “ bpv, vq ` bpw,wq ` bpv, wq ` bpw, vq “ bpv, vq ` bpw,wq.

Example 5.3.2. Let V “ Rn. The bilinear form

bpx, yq “
n
ÿ

i“1

xiyi

is a scalar product on Rn: indeed, it is clearly symmetric, and since

bpx, xq “
n
ÿ

i“1

x2
i ,

it follows that bpx, xq ě 0 for all x P Rn, with equality only if each xi is zero, that is only
if x “ 0.

This scalar product on Rn is called the standard scalar product.

Proposition 5.3.3 (Cauchy-Schwarz inequality). Let b be a positive bilinear form on
V . Then for all v and w P V , we have

|bpv, wq|2 ď bpv, vqbpw,wq.

Moreover, if b is positive definite, there is equality if and only if v and w are linearly
dependent.

Proof. We consider first the case of a positive definite bilinear form. We may then
assume that v ­“ 0, since otherwise the inequality takes the form 0 “ 0 (and 0 and w are
linearly dependent). Then observe the decomposition w “ w1 ` w2 where

w1 “
bpv, wq

bpv, vq
v, w2 “ w ´

bpv, wq

bpv, vq
v.

Note that

bpw1, w2q “
bpv, wq

bpv, vq
bpv, wq ´

bpv, wq

bpv, vq
bpv, wq “ 0.

Hence we get, as observed above, the relation

bpw,wq “ bpw1, w1q ` bpw2, w2q “
|bpv, wq|2

bpv, vq2
bpv, vq ` bpw2, w2q ě

|bpv, wq|2

bpv, vq
.

This leads to the Cauchy-Schwarz inequality. Moreover, we have equality if and only if
bpw2, w2q “ 0. If b is positive definite, this means that w2 “ 0, which by definition of w2

means that v and w are linearly dependent.
In the general case, we use a different argument that is more classical. Consider the

function f : R Ñ R defined by

fptq “ bpv ` tw, v ` twq.
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By expanding, we obtain

fptq “ bpv, vq ` 2tbpv, wq ` t2bpw,wq,

so that f is a polynomial of degree at most 2. Since b is positive, we have fptq ě 0 for all
t P R. If bpw,wq “ 0, so that the polynomial has degree at most 1, this is only possible
if furthermore bpv, wq “ 0, in which case the inequality holds. Otherwise, the polynomial
f can not have two distinct real zeros, as it would then take negative values. So the
discriminant is ď 0, namely:

4bpv, wq2 ´ 4bpv, vqbpw,wq ď 0.

�

Example 5.3.4. (1) For V “ Rn with the standard scalar product, the inequality
translates to

ˇ

ˇ

ˇ

n
ÿ

i“1

xiyi

ˇ

ˇ

ˇ
ď

´

n
ÿ

i“1

x2
i

¯1{2´ n
ÿ

i“1

y2
i

¯1{2

for all real numbers x1, . . . , xn and y1, . . . , yn. Moreover, there is equality if and only if
there exist two real numbers a and b, not both zero, such that

axi ` byi “ 0

for 1 ď i ď n.
(2) For any continuous real-valued functions f1 and f2 on an interval ra, bs, we have

ˇ

ˇ

ˇ

ż b

a

f1pxqf2pxqdx
ˇ

ˇ

ˇ

2

ď

´

ż b

a

f1pxq
2dx

¯

ˆ

´

ż b

a

f2pxq
2dx

¯

.

Indeed, the map

bpf1, f2q “

ż b

a

f1pxqf2pxqdx

is a positive bilinear form on the R-vector space V of real-valued continuous functions
from ra, bs to R. Note how simple the proof is, although this might look like a complicated
result in analysis.

Lemma 5.3.5. A symmetric bilinear form b P BilpV q is a scalar product if and only if
it is positive and non-degenerate.

Proof. If b is a scalar product and v is in the left (or right) kernel of b, then we get
0 “ bpv, vq hence v “ 0, so b is non-degenerate. Conversely, assume that b is positive and
non-degenerate. Let v P V be such that bpv, vq “ 0. By Proposition 5.3.3, we see that
bpv, wq “ 0 for any w P V , so that v “ 0 since b is non-degenerate. �

Definition 5.3.6 (Euclidean space). A euclidean space is the data of an R-vector
space V and a scalar product b on V . One often denotes

xv|wy “ bpv, wq.

For v P V , one denotes }v} “
a

xv|vy. The function v ÞÑ }v} is called the norm on V .
For v, w P V , the norm }v´w} is called the distance between v and w, and is sometimes
denoted dpv, wq.

Note that for any symmetric bilinear form b, we have

bpv ` w, v ` wq “ bpv, vq ` bpw,wq ` bpv, wq ` bpw, vq “ bpv, vq ` bpw,wq ` 2bpv, wq,
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and in particular for a scalar product we deduce that

(5.2) xv|wy “
1

2
p}v ` w}2 ´ }v}2 ´ }w}2q.

This means that the norm determines the scalar product.

Lemma 5.3.7. Let V be a euclidean space. If W Ă V is a vector subspace, then the
restriction of the scalar product to W ˆW makes W a euclidean space.

Proof. It is immediate that the restriction of a bilinear form on V to W ˆW is a
bilinear form on W . For a scalar product, the restriction is a positive bilinear form since
bpw,wq ě 0 for all w P W , and it satisfies bpw,wq “ 0 if and only if w “ 0, so it is a
scalar product. �

Remark 5.3.8. It is not true, in general, that the restriction of a non-degenerate
bilinear form to a subspace is non-degenerate. For instance, if V “ R2n and b is the
non-degenerate alternating bilinear form of Example 5.2.2 (5), so that

bpptiq1ďiď2n, psiq1ďiď2nq “ t1s2 ´ t2s1 ` ¨ ¨ ¨ ` t2n´1s2n ´ t2ns2n´1,

and if W denotes the subspace

W “ tpt1, 0, t2, 0, . . . , tn, 0q P R2n
u,

then we get bpv, wq “ 0 for all v and w in W . Hence the restriction of b to W ˆW is the
zero bilinear form, and it isn’t non-degenerate.

In terms of the scalar product and the norm, the Cauchy-Schwarz inequality translates
to

|xv|wy| ď }v}}w}

for v and w in V .

Lemma 5.3.9. Let V be a euclidean space.
(1) The norm satisfies }v} ě 0, with }v} “ 0 if and only if v “ 0, it satisfies }tv} “

|t|}v} for all t P R and v P V , and the triangle inequality

}v ` w} ď }v} ` }w}.

(2) The distance satisfies dpv, wq ě 0, with equality if and only if v “ w, it satisfies
dpv, wq “ dpw, vq and the triangle inequality

dpv, wq ď dpv, uq ` dpu,wq

for any u, v, w in V .

Proof. (1) Only the triangle inequality is not a direct consequence of the definition
of scalar products. For that, we have

}v ` w}2 “ bpv ` w, v ` wq “ bpv, vq ` bpw,wq ` 2bpv, wq “ }v}2 ` }w}2 ` 2xv|wy.

Using the Cauchy-Schwarz inequality, we derive

}v ` w}2 ď }v}2 ` }w}2 ` 2}v}}w} “ p}v} ` }w}q2,

hence the result since the norm is ě 0.
(2) is a translation in terms of distance of some of these properties, and left as exercise.

�
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Example 5.3.10. The most important example is V “ Rn with the “standard”
euclidean scalar product

xv|wy “ x1y1 ` ¨ ¨ ¨ ` xnyn,

for v “ pxiq and w “ pyiq, where the norm is the standard euclidean norm

}v} “
b

x2
1 ` ¨ ¨ ¨ ` x

2
n.

If n “ 2 or 3, then the distance dpv, wq is the usual distance of classical geometry between
two points in the plane, or in space.

Definition 5.3.11 (Angle). Let V be a euclidean space. The (unoriented) angle
between two non-zero vectors v and w is the unique real number t P r0, πs such that

cosptq “
xv|wy

}v}}w}
.

This is well-defined because the Cauchy-Schwarz inequality shows that the quantity
on the right is a real number between ´1 and 1, and we know that cosine is a bijection
between r0, πs and r´1, 1s.

Note that the angle is π{2 if and only if xv|wy “ 0, i.e., if and only if v and w are
orthogonal.

5.4. Orthogonal bases, I

Definition 5.4.1 (Orthogonal, orthonormal sets). Let V be a euclidean space. A
subset S of V such that xv|wy “ 0 for all v ­“ w in S is said to be an orthogonal subset
of V . If, in addition, }v} “ 1 for all v P S, then S is said to be an orthonormal subset
of V .

An orthogonal (resp. orthonormal) basis of V is an orthogonal subset (resp. an
orthonormal subset) which is a basis of V .

If V is finite-dimensional of dimension d, then an ordered orthogonal (resp. orthonor-
mal) basis is a d-tuple pv1, . . . , vdq such that tv1, . . . , vdu is an orthogonal (resp. orthonor-
mal) basis.

Example 5.4.2. Let V be the space of real-valued continuous functions on r0, 2πs
with the scalar product

xf1|f2y “
1

2π

ż 2π

0

f1pxqf2pxqdx.

Then the set tc0, cn, sn | n ě 1u, where c0pxq “ 1 and

cnpxq “
?

2 cospnxq, snpxq “
?

2 sinpnxq

for n ě 1, is an orthonormal subset.
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Proposition 5.4.3. Let V be a real vector space. If S is an orthogonal subset in
V such that 0 R S, then S is linearly independent. Moreover, if w P xSy, then the
decomposition of w as a linear combination of vectors in S is

w “
ÿ

vPS

xw|vy

}v}2
v.

In particular, if pv1, . . . , vdq is an ordered orthonormal basis of V , then we have the
decomposition

w “
d
ÿ

i“1

xw|viyvi

for all w P V . Further, we then have

}w}2 “
d
ÿ

i“1

|xw|viy|
2, xv|wy “

d
ÿ

i“1

xv|viyxw|viy

for all v and w in V .

This proposition means that if dimpV q “ d, then a tuple pv1, . . . , vdq is an ordered
orthogonal basis if and only if

vi ­“ 0 for all i, xvi|vjy “ 0 for i ­“ j,

and it is an ordered orthonormal basis if and only if we have

xvi|viy “ 1, for all i, xvi|vjy “ 0 for i ­“ j,

since the proposition shows that these vectors are then linearly independent.
It is often convenient to group the two cases together using the Kronecker symbol

δx,y or δpx, yq P R, defined to be either 1 if x “ y and 0 otherwise. Then an ordered
orthonormal basis is a tuple pv1, . . . , vdq such that

xvi|vjy “ δpi, jq

for all i and j.

Proof. Let ptvqvPS be real numbers, all but finitely many of which are zero, such
that

ÿ

vPS

tvv “ 0.

Fix v0 P S. Computing the scalar product with v0, we get

0 “ x
ÿ

vPS

tvv|v0y “
ÿ

vPS

tvxv|v0y

which by orthogonality means that 0 “ tv0xv0|v0y. Since v0 ­“ 0, we deduce that tv0 “ 0.
This holds for all v0 P S, which means that S is linearly independent.

Now let
w “

ÿ

vPS

tvv

be an element of xSy. Taking the scalar product with v P S, we get similarly

xw|vy “ tvxv|vy.

Finally, we compute the scalar product for any v and w in V :

xv|wy “
ÿ

i

ÿ

j

xv|viy xw|vjy xvi|vjy “
ÿ

i

xv|viyxw|viy
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since xvi|vjy is zero unless i “ j. The case of }w}2 follows by taking v “ w. �

Theorem 5.4.4 (Gram-Schmidt orthonormalization). Let V be a finite-dimensional
euclidean space. Let B “ pv1, . . . , vnq be an ordered basis of V . There exists a unique
ordered orthonormal basis pw1, . . . , wnq of V such that for 1 ď i ď n, we have

wi P xv1, . . . , viy,

and such that the coefficient of vi in the linear combination representing wi is ą 0. In
particular, this shows that orthonormal bases of V exist.

Proof. We use induction on n. For n “ 1, the vector w1 is of the form cv1, and c
must satisfy

1 “ }w1}
2
“ xcv1|cv1y “ c2

1}v1}
2,

so that c2
1 “ }v1}

´2; since the last requirement is that c1 ą 0, the unique choice is
c1 “ }v1}

´1.
Now assume that n ě 2 and that the result is known for spaces of dimension n ´ 1.

Applying it to xv1, . . . , vn´1y, we deduce that there exist unique orthonormal vectors
pw1, . . . , wn´1q such that wi is a linear combination of pv1, . . . , viq for 1 ď i ď n ´ 1 and
such that the coefficient of vi in wi is ą 0.

We search for w as a linear combination

w “ t1w1 ` ¨ ¨ ¨ ` tn´1wn´1 ` tnvn

for some ti P R, with tn ą 0. The conditions to be satisfied are that xw|wiy “ 0 for
1 ď i ď n´ 1 and that xw|wy “ 1. The first n´ 1 equalities translate to

0 “ xw|wiy “ ti ` tnxvn|wiy,

which holds provided ti “ ´tnxvn|wiy for 1 ď i ď n ´ 1. We assume this condition, so
that

w “ tn

´

vn ´
n´1
ÿ

i“1

xvn|wiywi

¯

.

Then tn is the only remaining parameter and can only take the positive value such that

1

tn
“

›

›

›
vn ´

n´1
ÿ

i“1

xvn|wiywi

›

›

›
.

This concludes the proof, provided the vector

x “ vn ´
n´1
ÿ

i“1

xvn|wiywi

is non-zero. But by construction, this is a linear combination of v1, . . . , vn where the
coefficient of vn is 1, hence non-zero. Since the vectors vi for 1 ď i ď n are linearly
independent, it follows that x ­“ 0. �

Remark 5.4.5. In practice, one may proceed as follows to find the vectors pw1, . . . , wnq:
one computes

w1 “
v1

}v1}

w12 “ v2 ´ xv2|w1yw1, w2 “
w12
}w12}
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and so on

w1n “ vn ´ xvn|w1yw1 ´ ¨ ¨ ¨ ´ xvn|wn´1ywn´1, wn “
w1n
}w1n}

.

Indeed, these vectors satisfy the required conditions: first, the vectors are of norm 1, then
the coefficient of vn in wn is 1{}w1n} ą 0 (once one knows it is defined!) and finally, we
have orthogonality because, for instance for i ă n, we get

xwn|wiy “ xvn|wiy ´ xvn|wiyxwi|wiy “ 0.

Note that what these formulas do not show (which explains why we had to prove the
theorem!) is that the vectors w1i are non-zero, which is needed to normalize them, and
that they are the unique vectors with the desired property.

Corollary 5.4.6. Let V be a finite-dimensional euclidean space. Let W Ă V be
a subspace of V , and let B be an orthonormal ordered basis of W . Then there is an
orthonormal ordered basis of V containing B.

Proof. Write B “ pw1, . . . , wmq. Let B1 be such that pB0, B
1q is an ordered basis of

V , and let B̃ “ pv1, . . . , vnq be the ordered orthonormal basis given by Theorem 5.4.4.
Because of the uniqueness property, we have in fact vi “ wi for 1 ď i ď m: indeed, if
we consider pw1, . . . , wm, vm`1, . . . , vnq, the vectors also satisfy the conditions of Theo-
rem 5.4.4 for the basis B0. �

Example 5.4.7. Let n ě 1 be an integer and consider the space Vn of real polynomials
of degree at most n with the scalar product

xP1|P2y “

ż 1

´1

P1pxqP2pxqdx

(it is indeed easy to see that this is a scalar product).
For the basis vectors ei “ X i for 0 ď i ď n, we have

xei|ejy “

ż 1

´1

xi`jdx “
1´ p´1qi`j`1

i` j ` 1
.

If we apply the Gram-Schmidt process, we deduce that there exist unique polynomials
P0, . . . , Pn, such that pP0, . . . , Pnq is an ordered orthonormal basis of Vn and such that

Pi “
i
ÿ

j“0

cjej

with cj P R and ci ą 0, or in other words, such that Pi is a polynomial of degree exactly
i with the coefficient of xi strictly positive.

A priori, the polynomials Pi should depend on n. But if we consider Vn as a subspace of
Vn`1, the uniqueness property shows that this is not the case: indeed, writing temporarily
Pn`1,i for the polynomials arising from Vn`1, we see that pPn`1,0, . . . , Pn`1,nq satisfy the
properties required of pPn,0, . . . , Pn,nq, hence must be equal.

There is therefore an infinite sequence pPnqně0 of polynomials such that (1) for any n
and m, we have

ż 1

´1

PnpxqPmpxqdx “ δpn,mq,

and (2) the polynomial Pn is of degree n with leading term ą 0. These (or multiples of
them, depending on normalization) are called Legendre polynomials.
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We can easily compute the polynomials for small values of n using Remark 5.4.5, but
the normalization factors tend to make these complicated to write down. It is therefore
usual in practice to relax the orthonormality condition.

Corollary 5.4.8 (Cholesky decomposition). Let n ě 1 and let A P Mn,npRq be a
symmetric matrix such that the bilinear form bpx, yq “ txAy is a scalar product on Rn.
Then there exists a unique upper-triangular matrix R PMn,npRq with diagonal coefficients
ą 0 such that A “ tRR.

Conversely, for any invertible matrix R P Mn.npRq, the bilinear form on Rn defined
by bpx, yq “ txptRRqy is a scalar product.

Proof. We consider the euclidean space V “ Rn with the scalar product

xx|yy “ txAy.

We then consider the standard basis E “ pe1, . . . , enq of Rn. Let B “ pv1, . . . , vnq
be the ordered orthonormal basis obtained from the standard basis by Gram-Schmidt
orthonormalization (Theorem 5.4.4). Let R “ ME,B be the change of basis matrix from
E to B. Because vi P xe1, . . . , eiy, the matrix R´1 “ MB,E is upper-triangular, and
since the coefficient of ei in vi is ą 0, the diagonal coefficients of R´1 are ą 0. Then by
Lemma 2.10.18 (2), the matrix R is also upper-triangular with ą 0 diagonal entries.

We now check that A “ tRR. The point is that since B is an orthonormal basis, we
have

xx|yy “
ÿ

i

tisi “
tts

if we denote by t “ ptiq and s “ psjq the vectors such that

x “
ÿ

i

tivi, y “
ÿ

j

sjvj.

We have also t “ Rx and s “ Ry by definition of the change of basis. It follows therefore
that

txAy “ t
pRxqRy “ txtRRy.

Because this is true for all x and y, it follows that A “ tRR.
Conversely, let bpx, yq “ txptRRqy for R P Mn,npRq. Since tptRRq “ tRR, the ma-

trix A “ tRR is symmetric, and therefore b is symmetric. Moreover, we can write
bpx, yq “ tpRxqRy, and hence bpx, xq “ xRx|Rxy, where the scalar product is the stan-
dard euclidean scalar product on Rn. This implies that bpx, xq ě 0 and that bpx, xq “ 0
if and only if Rx “ 0. If R is invertible, it follows that R is a scalar product. �

5.5. Orthogonal complement

Definition 5.5.1 (Orthogonal of a subspace). Let V be a euclidean space. The
orthogonal WK of a subspace W of V is the set made of vectors in V that are orthogonal
to all elements of W :

WK
“ tv P V | xv|wy “ 0 for all w P W u.

The bilinearity shows that WK is a vector subspace of V .
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Proposition 5.5.2. Let V be a euclidean space.
(1) We have t0uK “ V and V K “ t0u.
(2) For any subspaces W1 and W2 of V such that W1 Ă W2, we have WK

2 Ă WK
1 ; if

V is finite-dimensional, then W1 Ă W2 if and only if WK
2 Ă WK

1 .
(3) If V is finite-dimensional then pWKqK “ W ; in particular, W1 “ W2 if and only

if WK
2 “ WK

1 .
(4) If V is finite-dimensional then V “ W ‘ WK for any subspace W of V . In

particular, we have then dimpWKq “ dimpV q ´ dimpW q.

Proof. (1) By definition, all vectors are orthogonal to 0; because the scalar product
is non-degenerate, only 0 is orthogonal to all of V .

(2) If W1 Ă W2, all vectors orthogonal to W2 are orthogonal to W1, so WK
2 Ă WK

1 .
The converse follows from (3).

(3) Let pv1, . . . , vm, vm`1, . . . , vnq be an orthonormal ordered basis of V such that
pv1, . . . , vmq is an orthonormal ordered basis of W (Corollary 5.4.6). By linearity, a
vector v P W belongs to WK if and only if v is orthogonal to the basis vectors v1, . . . , vm,
of W . But since B is an orthonormal basis of V , we can write

v “
n
ÿ

i“1

xv|viyvi

and this shows that v P WK if and only if

v “
n
ÿ

i“m`1

xv|viyvi.

This means that pvm`1, . . . , vnq generate WK; since they are orthonormal vectors, they
form an ordered orthonormal basis of WK.

Similarly, by linearity, a vector v belongs to pWKqK if and only if xv|viy “ 0 for
m` 1 ď i ď n, if and only if

v “
m
ÿ

i“1

xv|viyvi,

which means if and only if v P W .
(4) We first see that W and WK are in direct sum: indeed, an element v P W XWK

satisfies xv|vy “ 0, so v “ 0. Then we have W `WK “ V by the argument in (3): using
the notation introduced in that argument, we can write

v “
m
ÿ

i“1

xv|viyvi `
n
ÿ

i“m`1

xv|viyvi

where the first term belongs to W and the second to WK. �

Because of (3), one also says that WK is the orthogonal complement of W in V .

Definition 5.5.3 (Orthogonal direct sum). Let V be a euclidean space and I an
arbitrary set. If pWiqiPI are subspaces of V , we say that they are in orthogonal direct
sum if for all i ­“ j and w P Wi, w

1 P Wj, we have xw|w1y “ 0, or equivalently if Wi Ă WK
j

for all i ­“ j.

Lemma 5.5.4. If pWiqiPI are subspaces of V in orthogonal direct sum, then they are
linearly independent, i.e., they are in direct sum.

Proof. This is because of Proposition 5.4.3, since any choice of vectors wi in Wi will
form an orthogonal subset of V . �
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Definition 5.5.5 (Orthogonal projection). Let V be a finite-dimensional euclidean
space and let W be a subspace of V . The projection pW on W with kernel WK is called
the orthogonal projection on W .

The orthogonal projection pW on W is therefore characterized as the unique map pW
from V to V such that pW pvq P W and v ´ pW pvq K w for all w P W .

Lemma 5.5.6. Let V be a finite-dimensional euclidean space and let W be a subspace
of V . If pv1, . . . , vmq is an orthonormal ordered basis of W , then the orthogonal projection
on W is given by

pW pvq “
m
ÿ

i“1

xv|viyvi

for all v P V .

Proof. Indeed, since pW pvq belongs to W , Proposition 5.4.3, applied to W and the
basis pv1, . . . , vmq, shows that

pW pvq “
m
ÿ

i“1

xpW pvq|viyvi.

But since v “ pW pvq ` v
1 where v1 P WK, we have

xv|viy “ xpW pvq|viy ` xv
1
|viy “ xv|viy

for 1 ď i ď m. �

5.6. Adjoint, I

In this section, we consider only finite-dimensional euclidean spaces.
Let f : V1 Ñ V2 be a linear map between euclidean spaces. For any v P V2, we can

define a linear map λv : V1 Ñ R by

λvpwq “ xfpwq|vy,

where the scalar product is the one on V2. According to Proposition 5.2.6, there exists a
unique vector f˚pvq P V1 such that

xfpwq|vy “ λvpwq “ xw|f
˚
pvqy.

for all w P V1. Because of the uniqueness, we can see that the map v ÞÑ f˚pvq is a linear
map from V2 to V1.

Definition 5.6.1 (Adjoint). The linear map f˚ is called the adjoint of f .
If V is a euclidean space, then f P EndRpV q is called normal if and only if f˚f “ ff˚,

and it is called self-adjoint if f˚ “ f .

So the adjoint of f : V1 Ñ V2 is characterized by the equation

(5.3) xfpwq|vy “ xw|f˚pvqy

for all w P V1 and v P V2.

Example 5.6.2. Let A P Mm,npRq and let f “ fA : Rn Ñ Rm, where Rn and Rm

are viewed as euclidean spaces with the standard scalar product. Then for x P Rn and
y P Rm, we have

xfpxq|yy “ t
pfpxqqy “ t

pAxqy “ txtAy “ xx|tAyy.

This means that f˚pyq “ tAy, or in other words, that the adjoint of fA is ftA.
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Lemma 5.6.3. (1) The map f ÞÑ f˚ is an isomorphism

HomRpV1, V2q Ñ HomRpV2, V1q,

with inverse also given by the adjoint, i.e., for any f P HomRpV1, V2q, we have pf˚q˚ “ f .
(2) The adjoint of the identity IdV is IdV .
(3) For V1, V2, V3 finite-dimensional euclidean spaces and f P HomRpV1, V2q, g P

HomRpV2, V3q, we have
pg ˝ fq˚ “ f˚ ˝ g˚.

Proof. (1) The linearity follows easily from the characterization (5.3) and is left as
an exercise. To prove the second part, it is enough to check that pf˚q˚ “ f . Indeed, for
w P V2 and v P V1, we have

xf˚pwq|vy “ xw|fpvqy

(by definition of f˚ and symmetry). By definition, this means that f “ pf˚q˚.
(2) It is immediate from the definition that Id˚V “ IdV .
(3) The composition g ˝ f is a linear map from V1 to V3. For any v P V3 and w P V1,

we have

xgpfpwqq|vy “ xfpwq|g˚pvqy “ xw|f˚pg˚pvqqy,

which shows that pg ˝ fq˚pvq “ f˚pg˚pvqq. �

Proposition 5.6.4. Let f : V1 Ñ V2 be a linear map between finite-dimensional eu-
clidean spaces.

(1) We have
Kerpf˚q “ ImpfqK, Impf˚q “ KerpfqK,

and in particular f˚ is surjective if and only if f is injective, and f˚ is injective if and
only if f is surjective.

(2) We have rankpfq “ rankpf˚q.

Note in particular that because of Example 5.6.2, it follows that rankptAq “ rankpAq
for any matrix A P Mm,npRq. We will see in Chapter 8 that this is in fact true over any
field.

Proof. (1) To say that an element v P V2 belongs to Kerpf˚q is to say that f˚pvq is
orthogonal to all w P V1. So v P Kerpf˚q if and only if

xw|f˚pvqy “ xfpwq|vy “ 0

for all w P V1. This is equivalent to saying that v is orthogonal (in V2) to all vectors fpwq,
i.e., that v P ImpfqK.

If we then apply this property to f˚ : V2 Ñ V1, we obtain Kerppf˚q˚q “ Impf˚qK, or
in other words that Kerpfq “ Impf˚qK. Computing the orthogonal and using Proposi-
tion 5.5.2 (3), we get KerpfqK “ Impf˚q.

From this we see that f˚ is injective if and only if ImpfqK “ 0, which means (Propo-
sition 5.5.2) if and only if Impfq “ V2, i.e., if f is surjective. Similarly, f˚ is surjective if
and only if f is injective.

(2) We compute, using (1) and Proposition 5.5.2 (4), that

rankpf˚q “ dimpV1q ´ dim Kerpf˚q

“ dimpV1q ´ dimpImpfqKq “ dim Impfq “ rankpfq.

�
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Proposition 5.6.5. Let V1 and V2 be finite-dimensional euclidean spaces of dimension
n and m respectively. Let f : V1 Ñ V2 be a linear map. Let B1 “ pv1, . . . , vnq be an ordered
orthonormal basis of V1 and B2 “ pw1, . . . , wmq an ordered orthonormal basis of V2. We
then have

Matpf ;B1, B2q “ pxfpvjq|wiyq1ďiďm
1ďjďn

.

In particular, we have

Matpf˚;B2, B1q “
tMatpf ;B1, B2q

and if V1 “ V2, the endomorphism f is self-adjoint if and only if Matpf ;B1, B1q is
symmetric.

Note that this proposition only applies to orthornomal bases!

Proof. Write Matpf ;B1, B2q “ paijq1ďiďm
1ďjďn

. Then for 1 ď j ď n, we have

fpvjq “
m
ÿ

i“1

aijwi.

Since the basis B2 is orthornomal, the coefficients aij are therefore given by

aij “ xfpvjq|wiy.

Similarly, the matrix Matpf˚;B2, B1q “ pbjiq1ďjďn
1ďiďm

has coefficients

bji “ xf
˚
pwiq|vjy “ xwi|fpvjqy “ aij.

This means that Matpf˚;B2, B1q “
tA. �

Corollary 5.6.6. Let V be a finite-dimensional euclidean space and f P EndRpV q.
We have then detpfq “ detpf˚q.

Proof. This follows from the proposition and the fact that detptAq “ detpAq. �

5.7. Self-adjoint endomorphisms

Proposition 5.7.1. Let V be a finite-dimensional euclidean space and f P EndRpV q.
If f is self-adjoint, then the eigenspaces of f are orthogonal to each other. In other words,
if t1 ­“ t2 are eigenvalues of f , and vi P Eigti,f , then we have xv1|v2y “ 0.

Proof. We have

t1xv1|v2y “ xfpv1q|v2y “ xv1|fpv2qy “ t2xv1|v2y,

so the scalar product xv1|v2y is zero since t1 ­“ t2. �

Theorem 5.7.2 (Spectral theorem for self-adjoint endomorphisms). Let V be a finite-
dimensional euclidean space and f P EndRpV q.

If f is self-adjoint, then there exists an orthonormal basis B of V such that the
elements of B are eigenvectors of f . In particular, the endomorphism f is diagonalizable.

The key steps are the following lemmas.

Lemma 5.7.3. Let V be a finite-dimensional euclidean space and f P EndRpV q. If f
is normal, t P R is an eigenvalue of f and W Ă V is the t-eigenspace of f , then W is
stable for f˚ and WK is stable for f .
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Proof. For v P W we have

fpf˚pvqq “ f˚pfpvqq “ tf˚pvq,

so that f˚pvq P W .
Now let w P WK. In order to check that fpwq P WK, we compute for v P W that

xfpwq|vy “ xw|f˚pvqy.

Since f˚pvq P W and w P WK, we get xfpwq|vy “ 0 for all v P W , i.e., fpwq P WK. �

Lemma 5.7.4. Let V be a finite-dimensional euclidean space of dimension n ě 1 and
f P EndRpV q. If f is self-adjoint, then there exists an eigenvalue t P R of f .

Proof. Let B be an orthonormal basis of V and A “ Matpf ;B,Bq. We then have
tA “ A P Mn,npRq. We view A as a matrix with coefficients in C. We claim that
all eigenvalues of A are real numbers. Since A has an eigenvalue as complex matrix
(Theorem 4.3.14), this will show that there exists t P R such that detpt1n ´ Aq “ 0,
hence t is an eigenvalue of A, hence also of f .

By Theorem 4.3.14, there exists t P C and x ­“ 0 in Cn such that Ax “ tx. We write
x “ x1 ` ix2, where xi P Rn and t “ t1 ` it2 where ti P R. Expanding the equation
Ax “ tx, we obtain the two relations

#

Ax1 “ t1x1 ´ t2x2

Ax2 “ t2x1 ` t1x2.

Since A is symmetric, we have the relation xAx1|x2y “ xx1|Ax2y (for the standard scalar
product). Hence

t1xx1|x2y ´ t2}x2}
2
“ t2}x1}

2
` t1xx2|x1y,

hence
t2p}x1}

2
` }x2}

2
q “ 0.

Since x ­“ 0, one of the vectors x1 or x2 is non-zero, so this relation means that t2 “ 0,
or in other words that t “ t1 is real. �

Proof of Theorem 5.7.2. We use induction on n “ dimpV q ě 1. If n “ 1, all
linear maps are diagonal. Suppose now that n ě 2 and that the result holds for self-
adjoint linear maps of euclidean vector spaces of dimension ď n´1. Let V be a euclidean
space of dimension n and f P EndRpV q a self-adjoint endomorphism.

By the previous lemma, there exists an eigenvalue t P R of f . Let W Ă V be the
t-eigenspace of f . We then have

V “ W ‘WK

(Proposition 5.5.2 (4)) and WK is stable for f˚ “ f (Lemma 5.7.3). Let g : WK Ñ WK

be the endomorphism induced by f on WK. This is still a self-adjoint endomorphism of
the euclidean space WK, because the scalar products of vectors in WK is the same as
the scalar product computed in V . By induction, there is an orthonormal basis B1 of
eigenvectors of g on WK. Then if B0 is an orthonormal basis of W , the basis pB0, B1q is
an orthonormal basis of V , and its elements are eigenvectors of f . �

Corollary 5.7.5 (Principal Axes Theorem). Let A PMn,npRq be a symmetric matrix
with real coefficients. Then A is diagonalizable, and there is a basis of eigenvectors which
is an orthonormal basis of Rn for the standard euclidean scalar product.

Proof. This is Theorem 5.7.2 for the self-adjoint endomorphism f “ fA of Rn with
the standard scalar product. �
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Remark 5.7.6. One can compute an orthonormal basis where a symmetric matrix
is diagonal by first diagonalizing the matrix using the determination of eigenspaces and
eigenvalues (knowing that the matrix will be diagonalizable with real eigenvalues may help
detecting mistakes); in any basis of eigenvectors, the vectors corresponding to distinct
eigenvalues are already orthogonal, and one need only perform the Schmidt orthonormal-
isation for each eigenspace separately. For instance, if the eigenspace is one-dimensional
(which often happens), then one need only replace an eigenvector v by v{}v}.

5.8. Orthogonal endomorphisms

Definition 5.8.1 (Orthogonal transformation). Let V1 and V2 be euclidean spaces.
A linear map f : V1 Ñ V2 is an orthogonal transformation if f is an isomorphism and

xfpvq|fpwqy “ xv|wy

for all v and w P V .
If V is a euclidean space, then the set of all orthogonal transformations from V to V

is denoted OpV q and called the orthogonal group of V . Note that it depends on the
scalar product!

For n ě 1, we denote OnpRq the set of all matrices A P Mn,npRq such that fA is an
orthogonal transformation of Rn with respect to the standard scalar product; these are
called orthogonal matrices.

Lemma 5.8.2. Let V be a finite-dimensional euclidean space.
(1) An endomorphism f of V is an orthogonal transformation if and only if it is

invertible and f´1 “ f˚, if and only if f˚f “ IdV . In particular, if f P OpV q, then we
have detpfq “ 1 or detpfq “ ´1.

(2) An endomorphism f of V is an orthogonal transformation if and only
xfpvq|fpwqy “ xv|wy for all v and w P V .

(3) A matrix A P Mn,npRq is orthogonal if and only if it is invertible and A´1 “ tA,
if and only if AtA “ tAA “ 1n. We then have detpAq “ 1 or detpAq “ ´1.

Proof. (1) If f is invertible, then it is an orthogonal transformation if and only if

xv|f˚fpwqy “ xv|wy

for all v, w P V . This condition is equivalent to f˚f “ IdV . This is also equivalent with
f invertible with inverse f˚ (since V is finite-dimensional).

Since detpf´1q “ detpfq´1 and detpf˚q “ detpfq, it follows that if f P OpV q, we have
detpfq´1 “ detpfq, hence detpfq2 “ 1, which implies that detpfq is either 1 or ´1.

(2) It suffices to show that the condition xfpvq|fpwqy “ xv|wy implies that f is invert-
ible if V is finite-dimensional. It implies in particular that }fpvq}2 “ }v}2 for all v P V .
In particular, fpvq “ 0 if and only if v “ 0, so that f is injective, and hence invertible
since V is finite-dimensional.

(3) The statement follows from (1) using Proposition 5.6.5. �

Proposition 5.8.3. Let V be a euclidean space.
(1) The identity 1 belongs to OpV q; if f and g are elements of OpV q, then the product

fg is also one. Moreover, the inverse f´1 of f belongs to OpV q.
(2) If f P OpV q, then dpfpvq, fpwqq “ dpv, wq for all v and w in V , and the angle

between fpvq and fpwq is equal to the angle between v and w.
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Proof. (1) It is elementary that 1 P OpV q; if f and g are orthogonal transformations,
then

xfgpvq|fgpwqy “ xfpgpvqq|fpgpwqqy “ xgpvq|gpwqy “ xv|wy

for all v and w in V , so that fg is orthogonal. Let g “ f´1. We have g˚ “ pf˚q˚ “ f “
pf´1q´1 “ g´1, so that f´1 is orthogonal.

(2) is elementary from the definitions. �

Example 5.8.4. Let V be a euclidean space of dimension n ě 1. Fix a non-zero
vector v0 P V . We define a linear map rv0 by

rv0pvq “ v ´ 2
xv|v0y

xv0|v0y
v0

for all v P V . This is the orthogonal reflection along v0. It is indeed an orthogonal
transformation: we have

xrv0pvq|rv0pwqy “ xv ´ 2
xv|v0y

xv0|v0y
v0|w ´ 2

xw|v0y

xv0|v0y
v0y

“ xv|wy ´ 2
xv|v0y

xv0|v0y
xv0|wy ´ 2

xw|v0y

xv0|v0y
xv|v0y ` 4

xv|v0yxw|v0y

xv0|v0y
2
xv0|v0y

“ xv|wy

since the scalar product is symmetric.
Moreover, rv0 is an involution: indeed, observe first that

rv0pv0q “ v0 ´ 2v0 “ ´v0,

and then

r2
v0
pvq “ rv0

´

v ´ 2
xv|v0y

xv0|v0y
v0

¯

“ v ´ 2
xv|v0y

xv0|v0y
v0 ` 2

xv|v0y

xv0|v0y
v0 “ v

for all v. It follows from Proposition 4.4.3 that rv0 is diagonalizable, and more precisely
that V is the direct sum of the 1-eigenspace of rv0 and of the p´1q-eigenspace.

We can easily determine these spaces: first, we have rv0pvq “ ´v if and only if

v ´ 2
xv|v0y

xv0|v0y
v0 “ ´v,

which means

v “
xv|v0y

xv0|v0y
v0.

In other words, v0 generates the p´1q-eigenspace of rv0 , which is one-dimensional.
Now the 1-eigenspace is the space of vectors v such that

v ´ 2
xv|v0y

xv0|v0y
v0 “ v,

or in other words the space of vectors orthogonal to v0. This is the orthogonal complement
xv0y

K of the p´1q-eigenspace.
In particular, if V is finite-dimensional, then the 1-eigenspace of V has dimension

dimpV q ´ 1. If B “ pv0, v1, . . . , vnq is an ordered basis of V such that pv1, . . . , vnq is a
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basis of xv0y
K, then the matrix representing rv0 with respect to B is

¨

˚

˚

˚

˚

˝

´1 0 0 ¨ ¨ ¨ 0
0 1 0 ¨ ¨ ¨ 0
0 0 1 ¨ ¨ ¨ 0
...

...
0 0 ¨ ¨ ¨ 0 1

˛

‹

‹

‹

‹

‚

.

In particular, the determinant of rv0 is ´1.

Lemma 5.8.5. Let n ě 1. A matrix A PMn,npRq is orthogonal if and only if tAA “ 1n,
if and only if the column vectors of A form an orthonormal basis of the euclidean space
Rn with the standard scalar product.

Proof. We have already seen the first point. If A is orthogonal, the column vectors
Ci of A satisfy

xCi|Cjy “ xAei|Aejy “ xei|ejy “ δpi, jq

where pe1, . . . , enq is the standard basis of Rn. So these vectors form an orthonormal
basis of Rn.

Conversely, the condition xCi|Cjy “ δpi, jq means that xAei|Aejy “ xei|ejy for all i
and j, and using bilinearity we deduce that

xA

¨

˝

t1
...
tn

˛

‚|A

¨

˝

s1
...
sn

˛

‚y “
ÿ

i

ÿ

j

tisjxAei|Aejy “
ÿ

i

tisi “ x

¨

˝

t1
...
tn

˛

‚|

¨

˝

s1
...
sn

˛

‚y,

and hence that fA is an orthogonal transformation. �

Definition 5.8.6 (Special orthogonal group). Let V be a finite-dimensional euclidean
space. The set of all orthogonal endomorphisms f P OpV q such that detpfq “ 1 is called
the special orthogonal group of V , and denoted SOpV q. If V “ Rn with the standard
euclidean product, we denote it SOnpRq.

Example 5.8.7. (1) Let V “ R2 with the standard scalar product. For t P R, the
matrix

Rt “

ˆ

cosptq ´ sinptq
sinptq cosptq

˙

is orthogonal, and has determinant 1. Indeed, the two column vectors are orthogonal and
cosptq2` sinptq2 “ 1 shows that their norms is 1. Geometrically, the corresponding linear

map

ˆ

x
y

˙

ÞÑ Rt

ˆ

x
y

˙

is a rotation by the angle t in the clockwise direction.

Conversely, let A P M2,2pRq be an orthogonal matrix. Assume first that detpAq “ 1.
Then we claim that there exists t P R such that A “ Rt. Indeed, if

A “

ˆ

a b
c d

˙

then the conditions for A P SO2pRq are that
$

’

’

’

&

’

’

’

%

a2 ` c2 “ 1

b2 ` d2 “ 1

ab` cd “ 0

ad´ bc “ 1.
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The first implies that there exists t P R such that a “ cosptq, c “ sinptq. Similarly, there
exists s P R such that b “ cospsq and d “ sinpsq. The last equation becomes

1 “ cosptq sinpsq ´ sinptq cospsq “ sinps´ tq.

Hence there exists k P Z such that s´t “ π{2`2kπ. Therefore b “ cospsq “ cospt`π{2q “
´ sinptq and d “ sinpsq “ sinpt` π{2q “ cosptq. This means that

A “

ˆ

cosptq ´ sinptq
sinptq cosptq

˙

“ Rt.

If detpAq “ ´1, then detpBAq “ 1, where

B “

ˆ

´1 0
0 1

˙

P O2pRq

(fB is the orthogonal reflection along the vector

ˆ

1
0

˙

). Hence there exists t P R such

that

A “ B´1Rt “ BRt “

ˆ

´ cosptq sinptq
sinptq cosptq

˙

.

(2) Let V “ Rn and let σ P Sn. The permutation matrix Pσ is orthogonal: indeed, its
column vectors are just a permutation of the column vectors of the standard orthonormal
basis of Rn.

Proposition 5.8.8 (Principal Axes Theorem, 2). Let A P Mn,npRq be a symmetric
matrix with real coefficients. There exists an orthogonal matrix X such that XAX´1 “

XAtX is diagonal.

Proof. This a translation of Corollary 5.7.5: let B be the standard basis of Rn and
B1 an ordered orthonormal basis of Rn for which MatpfA;B1, B1q is diagonal. Since B1

is orthonormal, the change of basis matrix X “ MB,B1 is orthogonal, and XAX´1 “

MatpfA;B1, B1q is diagonal (see Proposition 2.9.13). �

Proposition 5.8.9 (QR or Iwasawa decomposition). Let A PMn,npRq be any matrix.
There exists an orthogonal matrix Q P OnpRq and an upper-triangular matrix R such that
A “ QR.

Proof. We prove this only in the case where A is invertible. Consider the matrix
T “ tAA. By the Cholesky Decomposition (Corollary 5.4.8), there exists an upper-
triangular matrix R with positive diagonal coefficients such that T “ tRR. This means
that tRR “ tAA. Since R and tR are invertible, with ptRq´1 “ tpR´1q, we get

1n “
t
pAR´1

qAR´1.

This means that Q “ AR´1 is an orthogonal matrix. Consequently, we have A “ QR. �

Corollary 5.8.10. Let A “ paijq P Mn,npRq be a symmetric matrix. Then the
bilinear form bpx, yq “ txAy is a scalar product if and only if, for 1 ď k ď n, we have
detpAkq ą 0, where Ak PMk,kpRq is the matrix defined by Ak “ paijq1ďiďk

1ďjďk
.

The matrices Ak are called the “principal minors” of A.

Proof. Let B “ pv1, . . . , vnq be a basis of Rn formed of eigenvectors of A, with
Avi “ λivi. Using the standard scalar product, we have

bpx, yq “ xx|Ayy
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and therefore

bpvi, vjq “ λiδpi, jq.

It follows that b is a scalar product if (and only if) the eigenvalues λi are all ą 0.
We now prove the “if” direction by induction with respect to n. For n “ 1, the result

is clear. Assume now that n ě 2, and that the result holds for matrices of size ď n ´ 1.
Let A be such that detpAkq ą 0 for 1 ď k ď n. By induction, the bilinear form defined
by An´1 on Rn´1 is a scalar product. The product of the eigenvectors is equal to the
determinant of A, which is detpAnq ą 0. Hence, all eigenvalues are non-zero, and if there
is one eigenvalue ă 0, then there is at least another one. Assume for instance that λ1 ­“ λ2

are two eigenvalues ă 0. The vectors v1 and v2 are linearly independent, so there exist a
and b in R, not both zero, such that w “ av1 ` bv2 P Rn is a non-zero vector where the
last coordinate is 0. Hence we can write

w “

ˆ

w̃
0

˙

where w̃ is a non-zero element of Rn´1. But then we have

tw̃An´1w̃ “
twAw “ a2bpv1, v1q ` b

2bpv2, v2q “ ´a
2
´ b2

ă 0,

and this contradicts the fact that An´1 defines a scalar product on Rn´1. Therefore A
has only positive eigenvalues, and b is a scalar product.

Conversely, assume that b is a scalar product on Rn. Then its restriction bk to the
subspaceWk generated by the first k basis vectors of the standard basis is a scalar product.
If we identify Wk with Rk, then we get

bkpx, yq “
txAky

for all x, y P Rk. From the remarks at the beginning, we therefore have detpAkq ą 0. �

5.9. Quadratic forms

The Principal Axes Theorem has another interpretation in terms of quadratic forms.

Definition 5.9.1 (Quadratic form). Let n ě 1. A map Q : Rn Ñ R is called a
quadratic form if there exists a symmetric matrix A PMn,npRq such that

Qpxq “ txAx

for all x P Rn.

By “polarization”, one sees that the matrix A “ paijq associated to a quadratic form
Q is uniquely determined by Q: if we denote bpx, yq “ txAy, then we have

Qpx` yq “ Qpxq `Qpyq ` 2bpx, yq,

and bpei, ejq “ aij for the standard basis vectors peiq.

Example 5.9.2. (1) For A “ 1n, we get Qpxq “ }x}2.
(2) Let A be a diagonal matrix with diagonal coefficients a1, . . . , an. Then for

x “ pxiq P Rn, we have

Qpxq “ a1x
2
1 ` ¨ ¨ ¨ ` anx

2
n.

(3) Let

A “

¨

˝

0 a 0
a 0 0
0 0 ´1

˛

‚.
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for some a P R. Then we have

Qpx1, x2, x3q “ 2ax1x2 ´ x
2
3.

Theorem 5.9.3 (Principal Axes Theorem). Let n ě 1 and let Q be a quadratic form
on Rn.

(1) There exists an orthonormal basis B “ pw1, . . . , wnq of Rn, for the standard
euclidean scalar product, integers p ě 0, q ě 0, with p` q ď n, and real numbers λi ą 0
for 1 ď i ď p` q such that

Qpxq “ λ1y
2
1 ` ¨ ¨ ¨ ` λpy

2
p ´ λp`1y

2
p`1 ´ ¨ ¨ ¨ ´ λp`qy

2
p`q

for all x P Rn, where pyiq are the coefficients of x with respect to the basis B:

x “ y1w1 ` ¨ ¨ ¨ ` ynwn.

(2) There exists an orthogonal basis B1 “ pv1, . . . , vnq of Rn, for the standard eu-
clidean scalar product, integers p ě 0, q ě 0, with p` q ď n, such that

Qpxq “ y2
1 ` ¨ ¨ ¨ ` y

2
p ´ y

2
p`1 ´ ¨ ¨ ¨ ´ y

2
p`q

for all x P Rn, where pyiq are the coefficients of x with respect to the basis B1.

The lines generated by the vectors pwiq of a basis given by this theorem are called
principal axes of the quadratic form. The number p´q is called the index of the quadratic
form. Especially when n “ p` q, one often says that Q is of type pp, qq.

Definition 5.9.4 (Positive, negative, quadratic forms). A symmetric bilinear form b
on Rn, or the quadratic form Qpxq “ bpx, xq, or the symmetric matrix A PMn,npRq such
that bpx, yq “ txAy is called

(1) Positive or positive semi-definite if Qpxq ě 0 for all x P Rn;
(2) Positive-definite if it positive and Qpxq “ 0 if and only if x “ 0, or in other

words if b is a scalar product;
(3) Negative or negative semi-definite if Qpxq ď 0 for all x P Rn;
(4) Negative-definite if it negative and Qpxq “ 0 if and only if x “ 0, or in other

words if ´b is a scalar product.

Proof. Let A be the symmetric matrix such that Qpxq “ txAx for all x P Rn and b
the associated bilinear form. Since A is symmetric, it is diagonalizable in an orthonormal
basis B “ pw1, . . . , wnq of Rn (Corollary 5.7.5), say Awi “ tiwi for 1 ď i ď n. We define
p and q, and we order the basis vectors of B so that ti ą 0 for 1 ď i ď p, ti ă 0 for
p` 1 ď i ď p` q, and ti “ 0 for i ą p` q (it may be that p, or q or both are zero). We
then put λi “ ti if 1 ď i ď p and λi “ ´ti if p ` 1 ď i ď p ` q. So we get real numbers
λi ą 0 for 1 ď i ď p` q.

If

x “ y1w1 ` ¨ ¨ ¨ ` ynwn,

then we compute

Qpxq “ bpx, xq “ b
´

ÿ

i

yiwi,
ÿ

j

yjwj

¯

“
ÿ

i,j

yiyjbpwi, wjq

by bilinearity. But

bpwi, wjq “
twiAwj “ tjxwi|vjy “ 2tjδpi, jq

since pw1, . . . , wnq is orthonormal. Therefore we get

Qpxq “ λ1y
2
1 ` ¨ ¨ ¨ ` λpy

2
p ´ λp`1y

2
p`1 ´ ¨ ¨ ¨ ´ λp`qy

2
p`q.

117



We then define vi “ |λi|
´1{2wi for 1 ď i ď p ` q, and vi “ wi for i ą p ` q. Then

pv1, . . . , vnq is an orthogonal basis of Rn (but not necessarily orthonormal anymore), and
we have

Qpxq “ y2
1 ` ¨ ¨ ¨ ` y

2
p ´ y

2
p`1 ´ ¨ ¨ ¨ ´ y

2
p`q

for all x P Rn. �

In terms of the type pp, qq, we see that:

(1) Q is positive if and only if q “ 0;
(2) Q is positive-definite if and only if p “ n;
(3) Q is negative if and only if p “ 0;
(4) Q is negative-definite if and only if q “ n.

To check the first one, for instance (the others are similar or easier), note first that if
q “ 0, then we get

Qpxq “
p
ÿ

i“1

aiy
2
i ě 0

for all x “ y1v1` ¨ ¨ ¨ ` ynvn P Rn, so that q “ 0 implies that Q is positive. Conversely, if
q ě 1, note that

Qpvp`1q “ ´ap`1 ă 0

so that Q is then not positive.
It is often useful to visualize the properties of quadratic forms in terms of the solutions

to the equations Qpxq “ a for some a P R.

Definition 5.9.5 (Quadric). Let n ě 1. A (homogeneous) quadric in Rn is a
subset of the type

XQ,a “ tx P Rn
| Qpxq “ au

where Q is a quadratic form and a P R.

Example 5.9.6. (1) Consider n “ 2. We see that there are five types of quadratic
forms, in terms of the representation with respect to principal axes:

‚ p “ q “ 0: this is the zero quadratic form; the quadric is either empty (if a ­“ 0)
or equal to R2 (if a “ 0);

‚ p “ 2, q “ 0: this is the norm associated to a scalar product; the quadric
Qpxq “ a is an ellipse in the plane if a ą 0, a point if a “ 0 and empty if a ă 0;

‚ p “ 0, q “ 2: then ´Q is the norm associated to a scalar product; the quadric
Qpxq “ a is empty if a ą 0, a point if a “ 0 and an ellipse if a ă 0;

‚ p “ q “ 1: in the orthonormal basis of principal axes, we have Qpxq “ y2
1 ´ y2

2.
The quadric is a hyperbola in the plane if a ­“ 0, and the union of two orthogonal
lines if a “ 0.

‚ p “ 1, q “ 0: in the orthonormal basis of principal axes, we have Qpxq “ y2
1.

The quadric is a single line if a ě 0, and empty if a ă 0.
‚ q “ 1, p “ 0: in the orthonormal basis of principal axes, we have Qpxq “ ´y2

2.
The quadric is a single line if a ď 0, and empty if a ą 0.

(2) Consider n “ 3. Then we have the following types of quadratic forms and quadrics
(where we simplify the description by using the symmetry between p and q corresponding
to replacing Q with ´Q):

‚ p “ q “ 0: this is the zero quadratic form; the quadric is either empty (if a ­“ 0)
or equal to R3 (if a “ 0);

‚ p “ 3, q “ 0: this is the norm associated to a scalar product; the quadric
Qpxq “ a is an ellipsoid in R3 if a ą 0, a point if a “ 0 and empty if a ă 0;
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Figure 5.1. A hyperboloid with one sheet

Figure 5.2. A hyperboloid with two sheets

‚ p “ 2, q “ 1: in the orthonormal basis of principal axes, we have Qpxq “
y2

1 ` y
2
2 ´ y

2
3. The quadric Qpxq “ a is a hyperboloid with one sheet if a ą 0 (the

intersection with a plane where y3 is fixed is a circle of radius
a

a` y2
3), it is a

cone with vertex at the origin if a “ 0 (the intersection with a plane where y3 is
fixed is a circle of radius |y3|, or a point if y3 “ 0), and it is a hyperboloid with
two sheets if a ă 0 (the intersection with a plane where y3 is fixed is empty if

|y3| ă
a

|a| and is a circle of radius
a

a` y2
3 if |y3| ě

a

|a|).
‚ p “ 2, q “ 0: in the orthonormal basis of principal axes, we have Qpxq “ y2

1`y
2
2.

‚ p “ q “ 1: in the orthonormal basis of principal axes, we have Qpxq “ y2
1 ´ y

2
2.
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Figure 5.3. The cone

5.10. Singular values decomposition

Theorem 5.10.1 (Singular value or Cartan decomposition). Let V be a finite-
dimensional euclidean space and f P EndRpV q. Let n “ dimpV q and r “ rankpfq.
There exist orthonormal bases

B1 “ pv1, . . . , vnq

B2 “ pw1, . . . , wnq

of V , possibly different, and r strictly positive real numbers σ1, . . . , σr such that for all
v P V , we have

fpvq “
r
ÿ

i“1

σixv|viywi.

Equivalently, we have fpviq “ σiwi for 1 ď i ď r and fpviq “ 0 for i ą r, so that the
matrix Matpf ;B1, B2q is diagonal with diagonal coefficients

pσ1, . . . , σr, 0, . . . , 0q.

The numbers σ1, . . . , σr are called the singular values of f . Up to ordering, they are
uniquely defined.

Proof. Consider the endomorphism g “ f˚f of V . Then g˚ “ f˚pf˚q˚ “ f˚f , so
that g is self-adjoint. Let B1 “ pv1, . . . , vnq be an orthonormal basis of V of eigenvectors
of g, say gpviq “ λivi for 1 ď i ď n. Because

λi}vi}
2
“ xgpviq|viy “ xf

˚
pfpviqq|viy “ }fpviq}

2,

the eigenvalues are ě 0. We can order them so that the first s eigenvalues are ą 0,
and the eigenvalues λs`1, . . . , λn are zero. We then see from the equation above that
fpviq “ 0 for i ą s.

Let v P V . We have

v “
n
ÿ

i“1

xv|viyvi,

since the basis B1 is orthonormal, hence

fpvq “
n
ÿ

i“1

xv|viyfpviq.
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For 1 ď i ď s and 1 ď j ď s, we have

xfpviq|fpvjqy “ xgpviq|vjy “ λixvi|vjy “ λiδpi, jq,

again because B1 is an orthonormal basis. This means that if we define

wi “
1
?
λi
fpviq,

for 1 ď i ď s (which is possible since λi ą 0), then we have

xwi|wjy “ δpi, jq.

Now we can write the formula for fpvq in the form

fpvq “
s
ÿ

i“1

a

λixv|viywi.

This gives the desired result with σi “
?
λi (completing the orthonormal set pw1, . . . , wsq

to an orthonormal basis B2 of V ).
Finally, the description shows that Impfq Ă xtw1, . . . , wsuy, and since fpviq “ σiwi

with σi ą 0 for 1 ď i ď s, we have in fact equality. Since pw1, . . . , wsq are linearly
independent (as they are orthonormal), it follows that s “ dimpImpfqq “ r. �

Remark 5.10.2. Although it can be useful to remember the construction of the sin-
gular values and of the bases B1 and B2, one should not that it is not difficult to recover
the fact that B1 is a basis of eigenvectors of f˚f from the stated result. Indeed, if we
consider each linear map

`i : v ÞÑ xv|viywi

for 1 ď i ď r, then we compute easily the adjoint of `i: we have

x`ipvq|wy “ xv|viyxwi|wy “ xv|`
˚
i pwqy

where `˚i pwq “ xwi|wyvi. Since

f “
r
ÿ

i“1

σi`i,

we have

f˚ “
r
ÿ

i“1

σi`
˚
i .

Hence

f˚f “
r
ÿ

i“1

r
ÿ

j“1

σiσj`
˚
i `j.

But

p`˚i `jqpvq “ xv|vjy`
˚
i pwjq “ xv|vjyxwi|wjyvi “ δpi, jqxv|viyvi,

so that

f˚fpvq “
r
ÿ

i“1

σ2
i xv|viyvi.

This implies in particular that f˚fpviq “ σ2
i vi for 1 ď i ď r and f˚fpviq “ 0 for i ą r.
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Corollary 5.10.3 (Singular values decomposition for matrices). Let n ě 1 and
let A P Mn,npRq. There exist orthogonal matrices X1 and X2 and a diagonal matrix
D PMn,npRq with diagonal entries

pσ1, . . . , σr, 0, . . . , 0q

where σi ą 0 for 1 ď i ď r, such that A “ X1DX2.

Proof. This is the theorem applied to f “ fA on Rn with the standard scalar
product: let B be the standard basis of Rn, and denote X1 “ MB2,B, X2 “ MB,B1 . Then
we have

A “ MatpfA;B,Bq “ X1 MatpfA;B1, B2qX2 “ X1DX2

by Proposition 2.9.13, and the matrices X1 and X2 are orthogonal because B1 and B2

are orthonormal bases (Lemma 5.8.5). �

Example 5.10.4. Consider V “ R2 and f “ fA where

A “

ˆ

1 1
0 1

˙

,

so that

f

ˆ

x
y

˙

“

ˆ

x` y
y

˙

.

We then have

AtA “

ˆ

1 1
1 2

˙

which has characteristic polynomial t2 ´ 3t` 1, with positive roots

t1 “
3`

?
5

2
“ 2.618033 . . . , t2 “

3´
?

5

2
“ 0.381966 . . . .

Therefore

σ1 “
?
t1 “

1`
?

5

2
, σ2 “

?
t2 “

´1`
?

5

2
,

and the matrix D is
ˆ

σ1 0
0 σ2

˙

.

To find eigenvectors of AtA with eigenvalues t1 and t2, we write the linear systems
#

x` y “ t1x

2x` y “ t1y
,

#

x` y “ t2x

2x` y “ t2y
.

We know that there exist non-zero solutions, so any non-zero solution of the first equation
(for instance) must also be a solution of the second (otherwise, the solution set would be
reduced to 0). So the vectors

ṽ1 “

ˆ

1
t1 ´ 1

˙

“

ˆ

1
p1`

?
5q{2

˙

, ṽ2 “

ˆ

1
t2 ´ 1

˙

“

ˆ

1
p1´

?
5q{2

˙

are eigenvectors for t1 and t2 respectively. We have }ṽ1}
2 “ p5`

?
5q{2, }ṽ2}

2 “ p5´
?

5q{2
and xṽ1|ṽ2y “ 0 so an orthonormal basis of eigenvectors is

pv1, v2q “

´ ṽ1

}ṽ1}
,
ṽ2

}ṽ2}

¯

.

The singular decomposition formula for f is therefore

fpvq “ xv|v1yfpv1q ` xv|v2yfpv2q.
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CHAPTER 6

Unitary spaces

6.1. Hermitian forms

The next few sections will be very close to the discussion of euclidean vector spaces.
They concern the analogue, for the field of complex numbers, of the notions related to
euclidean spaces and scalar product. The key feature of C is that, for any z P C, the
complex number |z|2 “ zz̄ is a non-negative real number.

Definition 6.1.1 (Sesquilinear form). Let V be a C-vector space. A sesquilinear
form b on V is a map V ˆ V Ñ C such that

$

’

’

’

&

’

’

’

%

bpv, w1 ` w1q “ bpv, w1q ` bpv, w2q

bpv1 ` v2, wq “ bpv1, wq ` bpv2, wq

bpv, twq “ tbpv, wq

bptv, wq “ t̄bpv, wq

for all v, v1, v2, w, w1, w2 in V and t P C.
A sesquilinear form b on V is called hermitian if and only if we have

bpv, wq “ bpw, vq

for all v and w in V .
The difference with a bilinear form is that, with respect to the first argument, a

sesquilinear form is not linear, but “conjugate-linear”, while it is linear with respect to
the second argument. On the other hand, hermitian forms are the analogues of symmetric
forms – note that if b is a sesquilinear form, then pv, wq ÞÑ bpw, vq is not sesquilinear, since

it is linear with respect to the first argument, and not the second. But pv, wq ÞÑ bpw, vq
is a sesquilinear form.

It should be noted that it is a convention that the first argument is conjugate-linear,
and the second linear; different authors might use the opposite convention, and one must
be careful to check which definition is used before translating formulas.

Sometimes, it is simpler to work with bilinear forms, and there is a trick for this.

Definition 6.1.2 (Conjugate space). Let V be a C-vector space. The conjugate
space V̄ is the C-vector space with the same underlying set as V , and with

0V̄ “ 0V

v1 `V̄ v2 “ v1 ` v2

t ¨V̄ v “ t̄v

for v, v1, v2 in V and t P C.

It is elementary to check that this is a vector space. For instance, for t P C and v1,
v2 P V̄ “ V , we have

t ¨V̄ pv1 ` v2q “ t̄pv1 ` v2q “ t̄v1 ` t̄v2 “ t ¨V̄ v1 ` t ¨V̄ v2.

The point of the definition is the following lemma.
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Lemma 6.1.3. Let V and W be C-vector spaces. A map f : V Ñ W is a linear map
from V to W̄ if and only if we have

fpv1 ` v2q “ fpv1q ` fpv2q for v1, v2 P V

fptvq “ t̄fpvq for t P C, v P V.

We will see a number of maps having both of the properties; these are not linear from
V to W , but we can interpret them as linear from V to W̄ ; in particular, we can speak of
their kernel, range, of the dimensions of these, and (for instance) say that f is injective
if and only if the kernel is t0u.

Proof. By definition of W̄ , the second condition is equivalent to fptvq “ t ¨W̄ fpvq.
Using the additivity of the first condition, this means that f is linear from V to W̄ . �

Lemma 6.1.4. Let V be a C-vector space. For any subset S of V , the subspace
generated by S in V and V̄ is the same subset of V , and S is linearly independent in
V if and only if it is linearly independent in V̄ . In particular V and V̄ have the same
dimension.

Proof. To say that w is a linear combination of v1, . . . , vn in V means that there
exist t1, . . . , tn in C with

w “ t1v1 ` ¨ ¨ ¨ ` tnvn,

or equivalently that

w “ t̄1 ¨V̄ v1 `V̄ ¨ ¨ ¨ `V̄ t̄n ¨V̄ vn.

So the linear combinations of elements of S are the same in V as in V̄ , and a linear
combination equal to 0 in V corresponds to a linear combination equal to 0 in V̄ . The
result follows. �

Example 6.1.5. (1) For any linear forms λ1 and λ2 on the C-vector space V , the
product

bpv1, v2q “ λ1pv1qλ2pv2q

is sesquilinear. It is hermitian if λ1 “ λ2.
(2) The set SespV q of all sesquilinear forms on V is a subset of the space of all functions

V ˆ V Ñ C. It is a vector subspace. The set of all hermitian forms is not a subspace of
SespV q, only a real-vector subspace: if b is hermitian, then ib satisfies

pibqpv, wq “ ´ibpv, wq “ ´pibqpw, vq

so that it is not hermitian (unless b “ 0).
(3) Let V be the vector space over C of all complex-valued continuous functions on

r0, 1s. Let

b1pf1, f2q “ f1p0qf2p0q

and

b2pf1, f2q “

ż 1

0

f1pxqf2pxqdx

for f1 and f2 in V . Then b1 and b2 are sesquilinear forms on V , and they are hermitian.
(4) Let V “ Cn and let A P Mn,npCq. For x “ pxiq P V , the transpose tx is a row

vector, and the conjugate
tx̄ “ px̄1, . . . , x̄nq

is also a row vector. Let

bpx, yq “ tx̄Ay
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for x and y P Cn. Then b is a sesquilinear form. In particular, if A “ 1n is the identity
matrix, we obtain

bpx, yq “
ÿ

i

x̄iyi.

Definition 6.1.6 (Conjugate of a matrix). If n, m ě 1 and if A “ pai,jq PMm,npCq,
we denote by Ā the matrix paijq of Mm,npCq, and call Ā the conjugate of A.

Lemma 6.1.7. (1) The application A ÞÑ Ā satisfies

¯̄A “ A, tA` sB “ t̄Ā` s̄B̄,

for any A, B P Mm,npCq and s, t P C. In particular, it is R-linear, and more precisely
it is a linear involution from Mm,npCq to the conjugate space M̄n,mpCq.

(2) For m, n, p ě 1, and for A PMm,npCq and B PMp,mpCq, we have

BA “ B̄Ā.

In particular, A is invertible if and only if Ā is invertible, and pĀq´1 “ A´1.

(3) For n ě 1 and A PMn,npCq, we have detpĀq “ detpAq.

Proof. (1) is elementary, and (2) follows from the definition of the product and the
fact that st “ s̄t̄ for any complex numbers s and t.

(3) can be derived from the Leibniz formula, or by checking that

A ÞÑ detpĀq

is an alternating multilinear map of the columns of A that takes value 1 for the identity
matrix. �

Definition 6.1.8 (Hermitian matrix). A matrix A P Mn,npCq is hermitian if and
only if tĀ “ A, or equivalently if tA “ Ā: the conjugate of A is equal to its transpose.

Proposition 6.1.9. Let V be a finite-dimensional complex vector space.
(1) For any ordered basis B “ pv1, . . . , vnq of V , the application

βB

#

SespV q ÑMn,npCq

b ÞÑ pbpvi, vjqq1ďi,jďn

is an isomorphism of vector spaces. In particular, dim SespV q “ dimCpV q
2. The

sesquilinear form b is hermitian if and only if βBpbq is hermitian.
(2) For any x “ ptiq P Cn and y “ psjq P Cn, we have

b
´

ÿ

i

tivi,
ÿ

j

sjvj

¯

“
ÿ

i,j

bpvi, vjqt̄isj “
tx̄Ay

where A “ βBpbq.
(3) If B and B1 are ordered bases of V and X “ MB1,B is the change of basis matrix,

then for all b P SespV q we have

βB1pbq “
tX̄βBpbqX.

Proof. (1) The linearity of βB is easy to check. We next check that this map is
injective. If βBpbq “ 0, then bpvi, vjq “ 0 for all i and j. Then, using bilinearity, for any
vectors

(6.1) v “ t1v1 ` ¨ ¨ ¨ ` tnvn, w “ s1v1 ` ¨ ¨ ¨ ` snvn,
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we get

bpv, wq “ bpt1v1 ` ¨ ¨ ¨ ` tnvn, wq “
n
ÿ

i“1

t̄ibpvi, wq

“

n
ÿ

i“1

t̄ibpvi, s1v1 ` ¨ ¨ ¨ ` snvnq

“
ÿ

i,j

t̄isjbpvi, vjq “ 0,

so that b “ 0. Finally, given a matrix A “ paijq PMn,npCq, define

bpv, wq “
ÿ

i,j

aij t̄isj

for v and w as in (6.1). This is a well-defined map from V ˆV to C. For each i and j, the
map pv, wq ÞÑ aij t̄isj is sesquilinear (Example 6.1.5 (1)), so the sum b is in SespV q. For
v “ vi0 and w “ vj0 , the coefficients ti and sj are zero, except that ti0 “ sj0 “ 1, which
shows that bpvi, vjq “ aij. This means that βBpbq “ A, and hence we conclude that βB is
also surjective.

A sesquilinear form b is hermitian if and only if bpvi, vjq “ bpvj, viq for all i and j, and
this means that the transpose of the matrix βBpbq is equal to its conjugate.

(2) The first formula has already been deduced during the proof of (1), so we need to
check that

ÿ

i,j

bpvi, vjqtisj “
tx̄Ay.

Indeed, we have

Ay “
´

ÿ

j

bpvi, vjqsj

¯

1ďiďn
,

and therefore

tx̄Ay “ pt̄1 ¨ ¨ ¨ t̄nq ¨ Ay “
ÿ

i

t̄i
ÿ

j

bpvi, vjqsj “
ÿ

1ďi,jďn

t̄isjbpvi, vjq.

(3) Let B1 “ pw1, . . . , wnq. If X “ paijq “ MB1,B is the change of basis matrix, and
xj “ paijq1ďiďn denote the j-th column of X, then we have by definition

wj “
n
ÿ

i“1

aijvi

for 1 ď j ď n. So by (2) we get

bpwi, wjq “
tx̄iβBpbqxj

for all i and j. Now consider the matrix tX̄βBpbqX and denote its coefficients pcijq. Then
cij is the product of the i-th row of tX̄ with the j-th column of βBpbqX, which is the
product of βBpbq and the j-th column of X. This means that

cij “
tx̄iβBpbqxj “ bpwi, wjq

and hence βB1pbq “
tX̄βBpbqX. �
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Definition 6.1.10 (Left and right kernels of a sesquilinear form). Let b be a sesquilin-
ear form on V . The left-kernel of b is the set of vectors v P V such that

bpv, wq “ 0 for all w P V,

and the right-kernel of b is the set of vectors w P V such that

bpv, wq “ 0 for all v P V.

A sesquilinear form b on V is non-degenerate if the right and the left kernels are
both equal to t0u.

If b is hermitian, then the left and right kernels are equal.

Proposition 6.1.11. Let V be a finite-dimensional vector space and B “ pviq an
ordered basis of V . Then a sesquilinear form b on V is non-degenerate if and only if
detpβBpbqq ­“ 0.

Proof. Suppose first that the left-kernel of b contains a non-zero vector v. Then
there is an ordered basis B1 of V such that v is the first vector of B1 (Theorem 2.7.1 (2)).
We have

βBpbq “
tX̄βB1pbqX

where X “ MB1,B (Proposition 6.1.9 (3)). Since the coefficients bpv, v1q of the first row of
βB1pbq are zero, we get detpβB1pbqq “ 0, hence detpβBpbqq “ 0. Similarly, if the right-kernel
of b is non-zero, we deduce that detpβBpbqq “ 0.

We now consider the converse and assume that detpβBpbqq “ 0. Then the columns Cj
of the matrix βBpbq are not linearly independent. Let then t1, . . . , tn be elements of K,
not all equal to 0, such that

t1C1 ` ¨ ¨ ¨ ` tnCn “ 0n P Cn.

Since Cj “ pbpvi, vjqq1ďiďn, this means that for 1 ď i ď n, we have

t1bpvi, v1q ` ¨ ¨ ¨ ` tnbpvi, vnq “ 0.

By linearity with respect to the second argument, this means that

bpvi, t1v1 ` ¨ ¨ ¨ ` tnvnq “ 0

for all i. But then (by sesquilinearity) the vector t1v1 ` ¨ ¨ ¨ ` tnvn belongs to the right-
kernel of b. Similarly, using the fact that the rows of βBpbq are not linearly independent,
we deduce that the left-kernel of b is non-zero. �

Proposition 6.1.12. Let V be a finite-dimensional C-vector space and let b P SespV q
be a non-degenerate sesquilinear form. For v P V , denote by λv the linear form

λvpwq “ bpv, wq

on V . Then the map
#

V̄ Ñ HomCpV,Cq

v ÞÑ λv

is an isomorphism.

Proof. We first check that the map is linear. It is elementary that λv1`v2 “ λv1`λv2 .
Let v P V and t P C.

Then, denoting by tv the product in V , we have

λtvpwq “ bptv, wq “ t̄bpv, wq “ t̄λvpwq
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which means that λtv “ t̄λv. Translating in terms of V̄ , this means that

λt¨V̄ v “ λt̄v “ tλv,

so that λ is linear from V̄ to HomCpV,Cq.
Now that we know that the map is linear, we observe that both spaces have the same

dimension (Lemma 6.1.4), so it suffices to check that this map is injective. But if λv “ 0,
we obtain bpv, wq “ 0 for all w P V , which means that w belongs to the right-kernel of b,
which is zero since b is non-degenerate. �

Example 6.1.13. We describe more precisely SespCnq for n “ 1 and 2. For n “ 1,
a sesquilinear form on C is of the form bpx, yq “ ax̄y for some a P C. This form is
hermitian if and only if a P R, and non-degenerate if and only if a ­“ 0.

For n “ 2, the sesquilinear form associated to the matrix

A “

ˆ

a11 a12

a21 a22

˙

PM2,2pCq

is

b
´

ˆ

x1

y1

˙

,

ˆ

x2

y2

˙

¯

“ a11x̄1x2 ` a12x̄1y2 ` a21x̄2y1 ` a22x̄2y2.

This sesquilinear form is non-degenerate if and only if a11a22´a12a21 ­“ 0. It is hermitian
if and only if a11 and a22 are real and if a12 “ ā21.

Definition 6.1.14 (Positive, positive-definite hermitian forms). Let V be a C-vector
space. A sesquilinear form b P SespV q is called positive if b is hermitian and

bpv, vq ě 0

for all v P V ; it is called positive definite, or a (complex) scalar product if it is
positive and if bpv, vq “ 0 if and only if v “ 0.

If b is positive, then two vectors v and w are said to be orthogonal if and only if
bpv, wq “ 0. This is denoted v K w, or v Kb w if we wish to specify which sesquilinear
form b is considered.

Remark 6.1.15. If v and w are orthogonal, note that we obtain

bpv ` w, v ` wq “ bpv, vq ` bpw,wq ` bpv, wq ` bpw, vq “ bpv, vq ` bpw,wq.

As for euclidean spaces (see (5.2)), a positive (in fact, hermitian) form b is determined
by the map q : v ÞÑ bpv, vq. To see this, note that

qpv ` wq ´ qpvq ´ qpwq “ bpv, wq ` bpw, vq “ 2 Repbpv, wqq

so the real part of bpv, wq is determined for all v and w by the map q. But moreover

Impbpv, wqq “ ´Repibpv, wqq “ Repbpiv, wqq

is then also determined by q.

Proposition 6.1.16 (Cauchy-Schwarz inequality). Let V be a complex vector space
and let b be a scalar product on V . Then for all v and w P V , we have

|bpv, wq|2 ď bpv, vqbpw,wq.

Moreover there is equality if and only if v and w are linearly dependent.
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Proof. We may then assume that v ­“ 0, since otherwise the inequality takes the
form 0 “ 0 (and 0 and w are linearly dependent). Then observe the decomposition
w “ w1 ` w2 where

w1 “
bpv, wq

bpv, vq
v, w2 “ w ´

bpv, wq

bpv, vq
v.

Note that

bpw1, w2q “
bpv, wq

bpv, vq
bpv, wq ´

bpv, wq

bpv, vq
bpv, wq “ 0.

Hence we get, as observed above, the relation

bpw,wq “ bpw1, w1q ` bpw2, w2q “
|bpv, wq|2

bpv, vq2
bpv, vq ` bpw2, w2q ě

|bpv, wq|2

bpv, vq
.

This leads to the Cauchy-Schwarz inequality. Moreover, we have equality if and only if
bpw2, w2q “ 0. If b is positive definite, this means that w2 “ 0, which by definition of w2

means that v and w are linearly dependent. �

Example 6.1.17. For any continuous complex-valued functions f1 and f2 on an in-
terval ra, bs, we have

ˇ

ˇ

ˇ

ż b

a

f1pxqf2pxqdx
ˇ

ˇ

ˇ

2

ď

´

ż b

a

|f1pxq|
2dx

¯

ˆ

´

ż b

a

|f2pxq|
2dx

¯

.

Indeed, the map

bpf1, f2q “

ż b

a

f1pxqf2pxqdx

is a positive-definite sesquilinear form on the C-vector space V of complex-valued con-
tinuous functions from ra, bs to C.

Definition 6.1.18 (Unitary space). A unitary space or pre-Hilbert space is the
data of a C-vector space V and a scalar product b on V . One often denotes

xv|wy “ bpv, wq.

For v P V , one denotes }v} “
a

xv|vy. The function v ÞÑ }v} is called the norm on V .
For v, w P V , the norm }v´w} is called the distance between v and w, and is sometimes
denoted dpv, wq.

Example 6.1.19. Let V “ Cn. The sesquilinear form

bpx, yq “
n
ÿ

i“1

x̄iyi

is a scalar product on Cn: indeed, it is clearly symmetric, and since

bpx, xq “
n
ÿ

i“1

|xi|
2,

it follows that bpx, xq ě 0 for all x P Cn, with equality only if each xi is zero, that is only
if x “ 0.

This scalar product on Cn is called the standard (unitary) scalar product.

Lemma 6.1.20. Let V be a unitary space. If W Ă V is a vector subspace, then the
restriction of the scalar product to W ˆW makes W a unitary space.
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Proof. It is immediate that the restriction of a hermitian form on V to W ˆW is a
hermitian form on W . For a scalar product, the restriction is a positive hermitian form
since bpw,wq ě 0 for all w P W , and it satisfies bpw,wq “ 0 if and only if w “ 0, so it is
a scalar product. �

In terms of the scalar product and the norm, the Cauchy-Schwarz inequality translates
to

|xv|wy| ď }v}}w}

for v and w in V .

Lemma 6.1.21. Let V be a unitary space.
(1) The norm satisfies }v} ě 0, with }v} “ 0 if and only if v “ 0, it satisfies }tv} “

|t|}v} for all t P C and v P V , and the triangle inequality

}v ` w} ď }v} ` }w}.

(2) The distance satisfies dpv, wq ě 0, with equality if and only if v “ w, it satisfies
dpv, wq “ dpw, vq and the triangle inequality

dpv, wq ď dpv, uq ` dpu,wq

for any u, v, w in V .

Proof. (1) Only the triangle inequality is not a direct consequence of the definition
of scalar products. For that, we have

}v`w}2 “ bpv`w, v`wq “ bpv, vq`bpw,wq`bpv, wq`bpw, vq “ }v}2`}w}2`2 Repxv|wyq.

Using the bound |Repzq| ď |z| and the Cauchy-Schwarz inequality, we derive

}v ` w}2 ď }v}2 ` }w}2 ` 2}v}}w} “ p}v} ` }w}q2,

hence the result since the norm is ě 0.
(2) is a translation in terms of distance of some of these properties, and left as exercise.

�

Example 6.1.22. The most important example is V “ Cn with the “standard” scalar
product

xv|wy “ x̄1y1 ` ¨ ¨ ¨ ` x̄nyn “
tv̄w,

for v “ pxiq and w “ pyiq. The norm is the standard hermitian norm

}v} “
a

|x1|
2 ` ¨ ¨ ¨ ` |xn|2.

Definition 6.1.23 (Angle). Let V be a unitary space. The (unoriented) angle
between two non-zero vectors v and w is the unique real number t P r0, π{2s such that

cosptq “
|xv|wy|

}v}}w}
.

This is well-defined because the Cauchy-Schwarz inequality shows that the quantity
on the right is a real number between 0 and 1, and we know that cosine is a bijection
between r0, π{2s and r0, 1s.

Note that the angle is π{2 if and only if xv|wy “ 0, i.e., if and only if v and w are
orthogonal.
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6.2. Orthogonal bases, II

Definition 6.2.1 (Orthogonal and orthonormal subsets). Let V be a unitary space.
A subset S of V such that xv|wy “ 0 for all v ­“ w in S is said to be an orthogonal
subset of V . If, in addition, }v} “ 1 for all v P S, then S is said to be an orthonormal
subset of V .

An orthogonal (resp. orthonormal) basis of V is an orthogonal subset (resp. an
orthonormal subset) which is a basis of V .

If V is finite-dimensional of dimension d, then an ordered orthogonal (resp. orthonor-
mal) basis is a d-tuple pv1, . . . , vdq such that tv1, . . . , vdu is an orthogonal (resp. orthonor-
mal) basis.

Example 6.2.2. Let V be the space of complex-valued continuous functions on r0, 2πs
with the scalar product

xf1|f2y “
1

2π

ż 2π

0

f1pxqf2pxqdx.

Then the set ten | n P Zu where

enpxq “ e2iπnx

for n P Z is an orthonormal subset.

Proposition 6.2.3. Let V be a complex vector space. If S is an orthogonal subset
in V such that 0 R S, then S is linearly independent. Moreover, if w P xSy, then the
decomposition of w as a linear combination of vectors in S is

w “
ÿ

vPS

xv|wy

}v}2
v.

In particular, if pv1, . . . , vdq is an ordered orthonormal basis of V , then we have the
decomposition

w “
d
ÿ

i“1

xvi|wyvi

for all w P V . Further, we then have

}w}2 “
d
ÿ

i“1

|xw|viy|
2, xv|wy “

d
ÿ

i“1

xvi|vyxw|viy “
d
ÿ

i“1

xvi|vyxvi|wy

for all v and w in V .

This proposition means that if dimpV q “ d, then a tuple pv1, . . . , vdq is an ordered
orthogonal basis if and only if

vi ­“ 0 for all i, xvi|vjy “ 0 for i ­“ j,

and it is an ordered orthonormal basis if and only if we have

xvi|vjy “ δpi, jq,

since the proposition shows that these vectors are then linearly independent.

Proof. Let ptvqvPS be complex numbers, all but finitely many of which are zero, such
that

ÿ

vPS

tvv “ 0.
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Fix v0 P S. Computing xv0|wy, we get

0 “ xv0|
ÿ

vPS

tvvy “
ÿ

vPS

tvxv0|vy

which by orthogonality means that 0 “ tv0xv0|v0y. Since v0 ­“ 0, we deduce that tv0 “ 0.
This holds for all v0 P S, which means that S is linearly independent.

Now let
w “

ÿ

vPS

tvv

be an element of xSy. Computing xv|wy for v P S, we get similarly

xv|wy “ tvxv|vy,

which gives the formula we stated.
Finally, we compute the scalar product for any v and w in V :

xv|wy “
ÿ

i

ÿ

j

xvi|vyxvj|wy xvi|vjy “
ÿ

i

xvi|vyxvi|wy,

since xvi|vjy is zero unless i “ j. The case of }w}2 follows by taking v “ w. �

Theorem 6.2.4 (Gram-Schmidt orthonormalization). Let V be a finite-dimensional
unitary space. Let B “ pv1, . . . , vnq be an ordered basis of V . There exists a unique
ordered orthonormal basis pw1, . . . , wnq of V such that for 1 ď i ď n, we have

wi P xv1, . . . , viy,

and such that the coefficient of vi in the linear combination representing wi is a real
number that is ą 0. In particular, this shows that orthonormal bases of V exist.

Proof. We use induction on n. For n “ 1, the vector w1 is of the form cv1, and c
must satisfy

1 “ }w1}
2
“ xcv1|cv1y “ |c1|

2
}v1}

2,

so that |c1|
2 “ }v1}

´2; since the last requirement is that c1 ą 0, the unique choice is
c1 “ }v1}

´1.
Now assume that n ě 2 and that the result is known for spaces of dimension n ´ 1.

Applying it to xv1, . . . , vn´1y, we deduce that there exist unique orthonormal vectors
pw1, . . . , wn´1q such that wi is a linear combination of pv1, . . . , viq for 1 ď i ď n ´ 1 and
such that the coefficient of vi in wi is ą 0.

We search for w as a linear combination

w “ t1w1 ` ¨ ¨ ¨ ` tn´1wn´1 ` tnvn

for some ti P C, with tn a real number that is ą 0. The conditions to be satisfied are that
xwi|wy “ 0 for 1 ď i ď n´ 1 and that xw|wy “ 1. The first n´ 1 equalities translate to

0 “ xwi|wy “ ti ` tnxwi|vny,

which holds provided ti “ ´tnxwi|vny for 1 ď i ď n ´ 1. We assume this condition, so
that

w “ tn

´

vn ´
n´1
ÿ

i“1

xwi|vnywi

¯

.

Then tn is the only remaining parameter and can only take the positive value such that

1

tn
“

›

›

›
vn ´

n´1
ÿ

i“1

xvn|wiywi

›

›

›
.
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This concludes the proof, provided the vector

x “ vn ´
n´1
ÿ

i“1

xvn|wiywi

is non-zero. But by construction, this is a linear combination of v1, . . . , vn where the
coefficient of vn is 1, hence non-zero. Since the vectors vi for 1 ď i ď n are linearly
independent, it follows that x ­“ 0. �

Remark 6.2.5. In practice, one may proceed as follows to find the vectors pw1, . . . , wnq:
one computes

w1 “
v1

}v1}

w12 “ v2 ´ xw1|v2yw1, w2 “
w12
}w12}

and so on

w1n “ vn ´ xw1|vnyw1 ´ ¨ ¨ ¨ ´ xwn´1|vnywn´1, wn “
w1n
}w1n}

.

Indeed, these vectors satisfy the required conditions: first, the vectors are of norm 1, then
the coefficient of vn in wn is 1{}w1n} ą 0 (once one knows it is defined!) and finally, we
have orthogonality because, for instance for i ă n, we get

xwi|wny “
1

}wi}}wn}
xw1i|w

1
ny “ xwi|vny ´ xwi|vnyxwi|wiy “ 0.

Corollary 6.2.6. Let V be a finite-dimensional unitary space. Let W Ă V be
a subspace of V , and let B be an ordered orthonormal basis of W . Then there is an
orthonormal ordered basis of V containing B.

Proof. Write B “ pw1, . . . , wmq. Let B1 be such that pB0, B
1q is an ordered basis of

V , and let B̃ “ pv1, . . . , vnq be the ordered orthonormal basis given by Theorem 5.4.4.
Because of the uniqueness property, we have in fact vi “ wi for 1 ď i ď m: indeed, if
we consider pw1, . . . , wm, vm`1, . . . , vnq, the vectors also satisfy the conditions of Theo-
rem 6.2.4 for the basis B0. �

Corollary 6.2.7 (Complex Cholesky decomposition). Let n ě 1 and let A P

Mn,npCq be a hermitian matrix such that the sesquilinear form bpx, yq “ tx̄Ay is a scalar
product on Cn. Then there exists a unique upper-triangular matrix R P Mn,npCq with
diagonal coefficients ą 0 such that A “ tR̄R.

Conversely, for any invertible matrix R P Mn.npCq, the sesquilinear form on Cn

defined by bpx, yq “ tx̄ptR̄Rqy is a scalar product on Cn.

Proof. We consider the unitary space V “ Cn with the scalar product

xx|yy “ tx̄Ay.

We then consider the standard basis E “ pe1, . . . , enq of Cn. Let B “ pv1, . . . , vnq be
the ordered orthonormal basis of V obtained from this standard basis by Gram-Schmidt
orthonormalization (Theorem 6.2.4). Let R “ ME,B be the change of basis matrix from E
to B. Because vi P xe1, . . . , eiy, the matrix R is upper-triangular, and since the coefficient
of ei in vi is ą 0, the diagonal coefficients of R are ą 0.
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We now check that A “ tR̄R. The point is that since B is an orthonormal basis of
V , we have

xx|yy “
ÿ

i

t̄isi “
tt̄s

if we denote by t “ ptiq and s “ psjq the vectors such that

x “
ÿ

i

tivi, y “
ÿ

j

sjvj.

We have also t “ Rx and s “ Ry by definition of the change of basis. It follows therefore
that

tx̄Ay “ tRxRy “ tx̄tR̄Ry.

Because this is true for all x and y, it follows that A “ tR̄R. This proves the existence of
R. For the uniqueness, we will use some facts proved below. Note that if tR̄R “ tS̄S with
R and S upper-triangular and with ą 0 diagonal entries, then we obtain tQ̄ “ Q´1 where
Q “ RS´1. The matrix Q is upper-triangular with ą 0 diagonal entries, and the equation
means that it is unitary, in the sense of Definition 6.5.1 below. Then Corollary 6.5.5 below
means that Q is diagonal with diagonal coefficients of modulus 1. But since it has positive
diagonal coefficients, it must be the identity.

Conversely, let bpx, yq “ tx̄ptR̄Rqy for R P Mn,npCq. Since tptR̄Rq “ tRR̄, the matrix
A “ tR̄R is hermitian, and therefore b is a hermitian form. Moreover, we can write
bpx, yq “ tRxRy, and hence bpx, xq “ xRx|Rxy, where the scalar product is the standard
euclidean scalar product on Cn. This implies that bpx, xq ě 0 and that bpx, xq “ 0 if and
only if Rx “ 0. If R is invertible, it follows that R is a scalar product. �

6.3. Orthogonal complement, II

Definition 6.3.1 (Orthogonal of a subspace). Let V be a unitary space. The or-
thogonal WK of a subspace W of V is the set of all vectors orthogonal to all v P W :

WK
“ tv P V | xv|wy “ 0 for all w P W u.

Proposition 6.3.2. Let V be a unitary space.
(1) We have t0uK “ V and V K “ t0u.
(2) For any subspaces W1 and W2 of V such that W1 Ă W2, we have WK

2 Ă WK
1 ;

(3) If V is finite-dimensional then pWKqK “ W ; in particular, W1 “ W2 if and only
if WK

2 “ WK
1 .

(4) If V is finite-dimensional then V “ W ‘ WK for any subspace W of V . In
particular, we have then dimpWKq “ dimpV q ´ dimpW q.

Proof. (1) By definition, all vectors are orthogonal to 0; because the scalar product
is non-degenerate, only 0 is orthogonal to all of V .

(2) If W1 Ă W2, all vectors orthogonal to W2 are orthogonal to W1, so WK
2 Ă WK

1 .
(3) Let pv1, . . . , vm, vm`1, . . . , vnq be an orthonormal ordered basis of V such that

pv1, . . . , vmq is an orthonormal ordered basis of W (Corollary 6.2.6). By linearity, a
vector v P W belongs to WK if and only if xvi|vy “ 0 for 1 ď i ď m. But since B is an
orthonormal basis of V , we can write

v “
n
ÿ

i“1

xvi|vyvi
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and this shows that v P WK if and only if

v “
n
ÿ

i“m`1

xvi|vyvi.

Hence pvm`1, . . . , vnq is an orthonormal basis of WK. Repeating this argument, it follows
that v P pWKqK if and only if

v “
m
ÿ

i“1

xvi|vyvi,

which means if and only if v P W .
(4) We first see that W and WK are in direct sum: indeed, an element v P W XWK

satisfies xv|vy “ 0, so v “ 0. Then we have W `WK “ V by the argument in (3): using
the notation introduced in that argument, we can write

v “
m
ÿ

i“1

xvi|vyvi `
n
ÿ

i“m`1

xvi|vyvi

where the first term belongs to W and the second to WK. �

Because of (3), one also says that WK is the orthogonal complement of W in V .

Definition 6.3.3 (Orthogonal direct sum). Let V be a unitary space and I an arbi-
trary set. If pWiqiPI are subspaces of V , we say that they are in orthogonal direct sum
if for all i ­“ j and w P Wi, w

1 P Wj, we have xw|w1y “ 0, or equivalently if Wi Ă WK
j for

all i ­“ j.

Lemma 6.3.4. If pWiqiPI are subspaces of V in orthogonal direct sum, then they are
linearly independent, i.e., they are in direct sum.

Proof. This is because of Proposition 6.2.3, since any choice of vectors wi in Wi will
form an orthogonal subset of V . �

Definition 6.3.5 (Orthogonal projection). Let V be a finite-dimensional unitary
space and let W be a subspace of V . The projection pW on W with kernel WK is called
the orthogonal projection on W .

The orthogonal projection pW on W is therefore characterized as the unique map pW
from V to V such that pW pvq P W and v ´ pW pvq K w for all w P W .

Lemma 6.3.6. Let V be a finite-dimensional unitary space and let W be a subspace of
V . If pv1, . . . , vmq is an orthonormal ordered basis of W , then the orthogonal projection
on W is given by

pW pvq “
m
ÿ

i“1

xvi|vyvi

for all v P V .

Proof. Indeed, since pW pvq belongs to W , Proposition 6.2.3, applied to W and the
basis pv1, . . . , vmq, shows that

pW pvq “
m
ÿ

i“1

xvi|pW pvqyvi.

But since v “ pW pvq ` v
1 where v1 P WK, we have

xvi|vy “ xvi|pW pvqy ` xvi|v
1
y “ xvi|vy

for 1 ď i ď m. �
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6.4. Adjoint, II

In this section, we consider only finite-dimensional unitary spaces. Let f : V1 Ñ V2

be a linear map between finite-dimensional unitary spaces. For any v P V2, we can define
a linear form λv : V1 Ñ C by

λvpwq “ xv|fpwqy,

where the scalar product is the one on V2. According to Proposition 6.1.12, there exists
a unique vector f˚pvq P V1 such that

xv|fpwqy “ λvpwq “ xf
˚
pvq|wy

for all w P V1. Because of the uniqueness, we can see that the map v ÞÑ f˚pvq is a linear
map from V2 to V1.

Definition 6.4.1 (Adjoint). The linear map f˚ is called the adjoint of f .
If V is a unitary space, then f P EndCpV q is called normal if and only if f˚f “ ff˚,

and it is called self-adjoint if f˚ “ f .

So the adjoint of f : V1 Ñ V2 is characterized by the equation

(6.2) xf˚pvq|wy “ xv|fpwqy

for all w P V1 and v P V2.
Note that we also obtain

xw|f˚pvqy “ xfpwq|vy

by applying the hermitian property of the scalar product.

Example 6.4.2. Let A PMm,npCq and let f “ fA : Cn Ñ Cm, where Cn and Cm are
viewed as unitary spaces with the standard scalar product. Then for x P Cn and y P Cm,
we have

xfpxq|yy “ t
pfpxqqy “ t

pAxqy “ tx̄tĀy “ xx|tĀyy.

This means that f˚pyq “ tĀy, or in other words, that the adjoint of fA is ftĀ.

The meaning of normal endomorphisms is made clearer by the following lemma:

Lemma 6.4.3. Let V be a finite-dimensional unitary space. An endomorphism f P
EndCpV q is normal if and only if

}fpvq} “ }f˚pvq}

for all v P V .

Proof. For v P V , we have

}fpvq}2 “ xfpvq|fpvqy “ xf˚fpvq|vy

and
}f˚pvq}2 “ xf˚pvq|f˚pvqy “ xff˚pvq|vy

so that we have }fpvq} “ }f˚pvq} for all v if f is normal.
Conversely, if }fpvq} “ }f˚pvq} for all v P V , the same computation shows that

xf˚fpvq|vy “ xff˚pvq|vy.

Define b1pv, wq “ xf˚fpvq|wy and b2pv, wq “ xff˚pvq|wy. Both are positive hermitian
forms on V , from what we just saw, and b1pv, vq “ b2pv, vq for all v P V . By Re-
mark 6.1.15, this implies b1 “ b2. This means that

xpf˚f ´ ff˚qpvq|wy “ 0

for all v and w P V , and taking w “ pf˚f ´ ff˚qpvq leads to the conclusion that
ff˚ “ f˚f , so that f is normal. �
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Lemma 6.4.4. (1) The map f ÞÑ f˚ is an isomorphism

HomCpV1, V2q Ñ HomCpV2, V1q,

with inverse also given by the adjoint. In other words, we have

pf1 ` f2q
˚
“ f˚1 ` f

˚
2 , ptfq˚ “ t̄f˚, pf˚q˚ “ f

for any f , f1, f2 P HomCpV1, V2q and t P C. We also have Id˚ “ Id.
(2) The adjoint of the identity IdV is IdV .
(3) For V1, V2, V3 finite-dimensional unitary spaces and f P HomCpV1, V2q, g P

HomCpV2, V3q, we have
pg ˝ fq˚ “ f˚ ˝ g˚.

Proof. (1) The additivity follows easily from the characterization (6.2) and is left
as an exercise. To check that ptfq˚ “ t̄f , note that

xpt̄f˚qpvq|wy “ txf˚pvq|wy “ txv|fpwqy “ xv|ptfqpwqy

for all v P V2 and w P V1. Using the characterization of the adjoint, this means that
ptfq˚ “ t̄f˚.

To prove the last part, it is enough to check that pf˚q˚ “ f . But the adjoint g “ pf˚q˚

of f˚ is the linear map from V1 to V2 characterized by the relation

xgpwq|vy “ xw|f˚pvqy

for w P V1 and v P V2, or in other words by the relation

xv|gpwqy “ xf˚pvq|wy “ xv|fpwqy.

Fixing w and taking v “ gpwq´ fpwq, we get }gpwq´ fpwq}2 “ 0, hence gpwq “ fpwq for
all w P V1. So g “ f .

(2) It is immediate from the definition that Id˚V “ IdV .
(3) The composition g ˝ f is a linear map from V1 to V3. For any v P V3 and w P V1,

we have

xv|gpfpwqqy “ xg˚pvq|fpwqy “ xf˚pg˚pvqq|wy,

which shows that pg ˝ fq˚pvq “ f˚pg˚pvqq. �

Proposition 6.4.5. Let f : V1 Ñ V2 be a linear map between finite-dimensional uni-
tary spaces.

(1) We have
Kerpf˚q “ ImpfqK, Impf˚q “ KerpfqK,

and in particular f˚ is surjective if and only if f is injective, and f˚ is injective if and
only if f is surjective.

(2) We have rankpfq “ rankpf˚q.
(3) If V1 “ V2, then a subspace W of V1 is stable for f if and only if WK is stable for

f˚.

Proof. (1) To say that an element v P V2 belongs to Kerpf˚q is to say that, for all
w P V1, we have

xv|fpwqy “ xf˚pvq|wy “ 0.

This means precisely that v is orthogonal in V2 to all vectors fpwq, i.e., that v P ImpfqK.
If we then apply this property to f˚ : V2 Ñ V1, we obtain Kerppf˚q˚q “ Impf˚qK, or in

other words Kerpfq “ Impf˚qK. Computing the orthogonal and using Proposition 6.3.2
(3), we get KerpfqK “ Impf˚q.

137



From this we see that f˚ is injective if and only if ImpfqK “ 0, which means (Propo-
sition 6.3.2) if and only if Impfq “ V2, i.e., if f is surjective. Similarly, f˚ is surjective if
and only if f is injective.

(2) We compute, using (1) and Proposition 6.3.2 (4), that

rankpf˚q “ dimpV1q ´ dim Kerpf˚q

“ dimpV1q ´ dimpImpfqKq “ dim Impfq “ rankpfq.

(3) Since V1 “ pV K1 q
K, we have fpW q Ă W if and only if fpW q K WK. Similarly,

f˚pWKq Ă WK if and only f˚pWKq K W . But for w1 P W and w2 P W
K, we have

xfpw1q|w2y “ xw1|f
˚
pw2qy,

which shows that these two conditions are equivalent. �

Proposition 6.4.6. Let V1 and V2 be finite-dimensional unitary spaces of dimension
n and m respectively. Let f : V1 Ñ V2 be a linear map. Let B1 “ pv1, . . . , vnq be an
ordered orthonormal basis of V1 and B2 “ pw1, . . . , wmq an ordered orthonormal basis of
V2. We then have

Matpf ;B1, B2q “ pxwi|fpvjqyq1ďiďdimpV2q

1ďjďdimpV1q

.

In particular, we have

Matpf˚;B2, B1q “
tMatpf ;B1, B2q

and if V1 “ V2, the endomorphism f is self-adjoint if and only if Matpf ;B1, B1q is
hermitian.

Note that this proposition only applied to orthornomal bases!

Proof. Write Matpf ;B1, B2q “ paijq with 1 ď i ď m and 1 ď j ď n. Then for
1 ď j ď n, we have

fpvjq “
m
ÿ

i“1

aijwi.

Since the basis B2 is orthornomal, the coefficients aij are therefore given by

aij “ xwi|fpvjqy

(see Proposition 6.3.2).
Similarly, the matrix Matpf˚;B2, B1q “ pbjiq has coefficients

bji “ xvj|f
˚
pwiqy “ xfpvjq|wiy “ aij.

This means that Matpf˚;B2, B1q “
tĀ. �

The following definition is then useful:

Definition 6.4.7 (Adjoint matrix). Let A P Mm,npCq. The adjoint matrix is
A˚ “ tĀ.

Note that

pA1 ` A2q
˚
“ A˚1 ` A

˚
2 , ptAq˚ “ t̄A˚, pABq˚ “ B˚A˚

detpA˚q “ detpAq, pA˚q´1
“ pA´1

q
˚

if A is invertible.
Corollary 6.4.8. Let V be a finite-dimensional unitary space and f P EndCpV q.

We have then detpfq “ detpf˚q.

If A PMn,npCq, then detpA˚q “ detpAq.
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Proof. This follows from the proposition and the facts that detptAq “ detpAq and

detpĀq “ detpAq. �

6.5. Unitary endomorphisms

Definition 6.5.1 (Unitary transformation). Let V be a unitary space. An endomor-
phism f of V is a unitary transformation if f is an isomorphism and

xfpvq|fpwqy “ xv|wy

for all v and w P V . The set of all unitary transformations of V is denoted UpV q and
called the unitary group of V . It depends on the scalar product!

If V “ Cn with the standard scalar product, that we denote UnpCq the set of all
matrices A such that fA is a unitary transformation of V ; these are called unitary
matrices.

Lemma 6.5.2. Let V be a finite-dimensional unitary space.
(1) An endomorphism f of V is a unitary transformation if and only if it is invertible

and f´1 “ f˚. If f P UpV q, then its determinant is a complex number of modulus 1.
(2) An endomorphism f of V is a unitary transformation if and only xfpvq|fpwqy “

xv|wy for all v and w P V .
(3) A matrix A P Mn,npCq is unitary if and only if it is invertible and A´1 “ tĀ, if

and only if AtĀ “ tĀA “ 1n. We then have | detpAq| “ 1.
(4) Any unitary transformation is a normal endomorphism of V .

Proof. (1) If f is invertible, then it is a unitary transformation if and only if

xv|f˚fpwqy “ xv|wy

for all v, w P V . This condition is equivalent to f˚f “ IdV . This is also equivalent with
f invertible with inverse f˚ (since V is finite-dimensional).

If f P UpV q, we deduce that detpfq´1 “ detpf´1q “ detpf˚q “ detpfq, which means
that | detpfq| “ 1.

(2) It suffices to show that the condition xfpvq|fpwqy “ xv|wy implies that f is invert-
ible if V is finite-dimensional. It implies in particular that }fpvq}2 “ }v}2 for all v P V .
In particular, fpvq “ 0 if and only if v “ 0, so that f is injective, and hence invertible
since V is finite-dimensional.

(3) The statement follows from (1) using Proposition 6.4.6.
(4) If f is unitary, then we have ff˚ “ f˚f “ 1n, so f is normal. �

Proposition 6.5.3. Let V be a unitary space.
(1) The identity 1 belongs to UpV q; if f and g are elements of UpV q, then the product

fg is also one. If V is finite-dimensional, then all f P UpV q are bijective and f´1 “ f˚

belongs to UpV q.
(2) If f P UpV q, then dpfpvq, fpwqq “ dpv, wq for all v and w in V , and the angle

between fpvq and fpwq is equal to the angle between v and w.

Proof. (1) It is elementary that 1 P UpV q; if f and g are unitary transformations,
then

xfgpvq|fgpwqy “ xfpgpvqq|fpgpwqqy “ xgpvq|gpwqy “ xv|wy

for all v and w in V , so that fg is unitary. If f is unitary then pf´1q˚ “ pf˚q˚ “ f “
pf´1q´1 so that f˚ is unitary.

(2) is elementary from the definitions. �
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Lemma 6.5.4. Let n ě 1. A matrix A PMn,npCq is unitary if and only if A˚A “ 1n,
if and only if the column vectors of A form an orthonormal basis of the unitary space Cn

with the standard scalar product.

Proof. We have already seen the first part. If A P Mn,npCq is unitary, then the
column vectors Ci of A satisfy

xCi|Cjy “ xAei|Aejy “ xei|ejy “ δpi, jq

where pe1, . . . , enq is the standard basis of Cn. So these vectors form an orthonormal
basis of Cn.

Conversely, the condition xCi|Cjy “ δpi, jq means that xAei|Aejy “ xei|ejy for all i
and j, and using sesquilinearity we deduce that fA is a unitary transformation. �

This allows us in particular to deduce the uniqueness in the Cholesky Decomposition
(Corollary 6.2.7):

Corollary 6.5.5. If A PMn,npCq is an upper-triangular matrix and is unitary, then
A is diagonal and its diagonal coefficients are complex numbers of modulus 1.

Proof. Let pe1, . . . , enq denote the standard basis of Cn. Let A “ paijq; we therefore
have aij “ 0 if i ą j since A is upper-triangular. We will prove by induction on i,
1 ď i ď n, that the i-column vector Ci of A is of the form tiei for some ti P C with
|ti| “ 1, which for i “ n will establish the statement.

For i “ 1, since A is unitary, we have

1 “ }C1}
2
“ |a11|

2

since ai1 “ 0 for all i ą 2. This proves the desired property for i “ 1. Now assume that
2 ď i ď n, and that the property holds for C1, . . . , Ci´1. Since A is unitary, we have

xCj|Ciy “ 0

for 1 ď j ď i ´ 1. But the induction hypothesis shows that Cj “ tjej, and hence we
obtain xCj|Ciy “ tjaji “ 0 for 1 ď j ď i ´ 1. Since tj ­“ 0, it follows that aji “ 0 for
j ď i´ 1, and with the vanishing for j ě i` 1, this means that Ci “ tiei for some ti P C.
The conditions }Ci}

2 “ 1 impliest that |ti| “ 1, which therefore concludes the induction
step. �

Proposition 6.5.6 (Complex QR or Iwasawa decomposition). Let A P Mn,npCq be
any matrix. There exists a unitary matrix Q P UnpCq and an upper-triangular matrix R
such that A “ QR.

Proof. We prove this in the case where A is invertible. Consider the matrix T “
A˚A “ tĀA. It is hermitian. By the complex Cholesky decomposition (Corollary 6.2.7),
there exists an upper-triangular matrix R with positive diagonal coefficients such that
T “ tR̄R. This means that R˚R “ A˚A. Since R and R˚ are invertible, with the inverse
of R˚ equal to pR´1q˚, we get

1n “ pAR
´1
q
˚AR´1.

This means that Q “ AR´1 is a unitary matrix. Consequently, we have A “ QR as
claimed. �
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6.6. Normal and self-adjoint endomorphisms, II

Lemma 6.6.1. Let V be a finite-dimensional unitary space and let f P EndCpV q be a
normal endomorphism. We have Kerpfq “ Kerpf˚q. In particular, a complex number λ
is an eigenvalue of f if and only if λ̄ is an eigenvalue of f˚, and we have then Eigλ,f “
Eigλ̄,f˚.

Proof. The relation Kerpfq “ Kerpf˚q follows from Lemma 6.4.3. For any λ P C,
the endomorphism f ´ λ ¨ 1 is also normal since

pf ´ λ ¨ 1qpf ´ λ ¨ 1q˚ “ pf ´ λ ¨ 1qpf˚ ´ λ̄ ¨ 1q

“ ff˚ ` |λ|2 ¨ 1´ λf˚ ´ λ̄f

“ pf˚ ´ λ̄ ¨ 1qpf ´ λ ¨ 1q “ pf ´ λ ¨ 1q˚pf ´ λ ¨ 1q.

Therefore
Kerpf ´ λ ¨ 1q “ Kerppf ´ λ ¨ 1q˚q “ Kerpf˚ ´ λ̄ ¨ 1q.

�

Proposition 6.6.2. Let V be a finite-dimensional unitary space and f P EndRpV q a
normal endomorphism.

(1) The eigenspaces of f are orthogonal to each other. In other, words, if t1 ­“ t2 are
eigenvalues of f , and vi P Eigti,f , then we have xv1|v2y “ 0.

(2) If f is self-adjoint, then the eigenvalues of f are real.
(3) If f is unitary, then the eigenvalues of f are complex numbers of modulus 1.

Proof. (1) We may assume that v1 and v2 are non-zero. We then get

t1xv1|v2y “ xfpv1q|v2y “ xv1|f
˚
pv2qy “ xv1|t̄2v2y “ t2xv1|v2y,

since v2 P Eigt̄2,f˚ by the previous lemma. Since t1 ­“ t2, it follows that v1 K v2.

(2) If f is self-adjoint then we have Kerpf ´ λ ¨ 1q “ Kerpf ´ λ̄ ¨ 1q for any λ P C. If
λ is an eigenvalue and v an eigenvector, then we get

fpvq “ λv “ λ̄v,

which means that λ “ λ̄, or equivalently that λ P R.
(3) If f is unitary (hence normal), then if λ is an eigenvalue of f and v a λ-eigenvector,

then we have
v “ f˚pfpvqq “ f˚pλvq “ |λ|2v,

so that |λ|2 “ 1. �

Theorem 6.6.3 (Spectral theorem for normal endomorphisms). Let V be a finite-
dimensional unitary space and f P EndCpV q a normal endomorphism. There exists an
orthonormal basis B of V such that the elements of B are eigenvectors of f ; in particular,
the endomorphism f is diagonalizable.

Proof of Theorem 6.6.3. We use induction on n “ dimpV q ě 1. If n “ 1, all
linear maps are diagonal. Suppose now that n ě 2 and that the result holds for normal
endomorphisms of unitary vector spaces of dimension ď n´ 1. Let V be a unitary space
of dimension n and f P EndCpV q a normal endomorphism.

By Theorem 4.3.14, there exists an eigenvalue t P C of f . Let W “ Eigt,f Ă V be the

t-eigenspace of f . We then have V “ W ‘WK and WK is stable for f since for w1 P W
K

and w2 P W “ Eigt̄,f˚ , we have

xfpw1q|w2y “ xw1|f
˚
pw2qy “ t̄xw1|w2y “ 0.
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Let g : WK Ñ WK be the endomorphism induced by f on WK.
We claim that this is still a normal endomorphism of the unitary space WK. Indeed,

from Proposition 6.4.5 (3), the space WK is also stable under f˚. For w1 and w2 in WK,
we have

xw1|gpw2qy “ xw1|fpw2qy “ xf
˚
pw1q|w2y.

Since f˚pw1q P W
K, this means that the adjoint of g is the endomorphism induced by f˚

on WK. Now since the scalar product on WK is the restriction of that of V , we have

}gpwq} “ }fpwq} “ }f˚pwq} “ }g˚pwq}

for all w P WK, so that g is normal.
Now we use the induction hypothesis: there is an orthonormal basis B1 of eigenvectors

of g on WK, and then if B0 is an orthonormal basis of W , the basis pB0, B1q is an
orthonormal basis of V , and its elements are eigenvectors of f . �

Corollary 6.6.4. Let A PMn,npCq be a hermitian matrix. Then A is diagonalizable,
and there is a basis of eigenvectors which is an orthonormal basis of Cn for the standard
unitary scalar product. Equivalently, there exists a unitary matrix X such that D “

XAX´1 “ XAtX̄ is diagonal. If A is hermitian, then the matrix D has real coefficients.
If A is unitary, then the matrix D has coefficients which are complex number of modulus
1.

Remark 6.6.5. Be careful that if A P Mn,npCq is symmetric then it is not always
diagonalizable! An example is the matrix

A “

ˆ

2 i
i 0

˙

PM2,2pCq,

which is symmetric but not diagonalizable, as one can easily check.

Example 6.6.6. For t P R, let

rptq “

ˆ

cosptq ´ sinptq
sinptq cosptq

˙

PM2,2pCq.

Then rptq is unitary, hence normal. Therefore we know that for any t, there exists an
orthonormal basis B of C2 such that frptq is represented by a diagonal matrix in the basis
B. In fact, by computing the eigenvalues, we found the basis

B0 “

´

ˆ

1
i

˙

,

ˆ

1
´i

˙

¯

of eigenvectors (see Example 4.2.11), with

rptqv1 “ e´itv1, rptqv2 “ eitv2.

This basis is orthogonal but not orthonormal; the associated orthonormal basis is B “

pv1, v2q where

v1 “
1
?

2

ˆ

1
i

˙

, v2 “
1
?

2

ˆ

1
´i

˙

.

One notices here the remarkable fact that the basisB is independent of t! This is explained
by the next theorem, and by the fact that

rptqrpsq “ rpt` sq “ rpsqrptq

for all s and t P R.
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Theorem 6.6.7 (Spectral theorem for families of commuting normal endomorphisms).
Let V be a finite-dimensional unitary space and let M Ă EndCpV q be any set of normal
endomorphisms such that fg “ gf for all f PM and g PM . There exists an orthonormal
basis B of V such that the elements of B are simultaneously eigenvectors of f for any
f PM .

Proof. We will prove the statement by induction on n “ dimpV q. For n “ 1, all
linear maps are diagonal, so the statement is true. Assume now that dimpV q “ n and
that the result holds for all unitary spaces of dimension ď n´ 1.

If M is empty, or if all elements of M are of the form f “ tId for some t P C, then
any orthonormal basis works. Otherwise, let f0 P M be any fixed element which is not
a multiple of the identity. Since f0 is normal, there exists an orthonormal basis B0 of
eigenvectors of f0 by Theorem 6.6.3. Let

t1, . . . , tk

be the different eigenvalues of f0, and W1, . . . , Wk be the corresponding eigenspaces. We
have then

V “ W1 ‘ ¨ ¨ ¨ ‘Wk,

and the spaces Wi are mutually orthogonal. The assumption on f0 implies that k ě 2
and that dimWi ď n´ 1 for all i.

For any f PM and v P Wi, we get

f0pfpvqq “ fpf0pvqq “ tifpvq,

so that fpvq P Wi. Hence the restriction of f to any Wi is an endomorphism, denoted fi,
of Wi. Let f˚i be the adjoint of fi in EndCpWiq. For

v “ v1 ` ¨ ¨ ¨ ` vk, vi P Wi, and w “ w1 ` ¨ ¨ ¨ ` wk, wi P Wi,

we compute

xfpvq|wy “ xf1pv1q ` ¨ ¨ ¨ ` fkpvkq|w1 ` ¨ ¨ ¨ ` wky

“
ÿ

i,j

xfipviq|wjy “
ÿ

i

xfipviq|wiy “
ÿ

i

xvi|f
˚
i pwiqy,

because xfipviq|wjy “ 0 if i ­“ j, by the orthogonality of the decomposition of V into
eigenspaces of f0. This shows that

f˚pwq “
ÿ

i

f˚i pwiq.

In particular, the adjoint of f restricted to Wi is also an endomorphism (namely, f˚i ) of
Wi. Since f and f˚ commute, we deduce that for all i, fi is a normal endomorphism of
Wi.

We conclude by induction (applied to the sets of normal endomorphisms f |Wi of Wi

for 1 ď i ď k) that the exist orthonormal bases Bi of Wi such that, for all f P M , the
restriction of f to Wi is represented by a diagonal matrix in the basis Bi.

Let finally B “ pB1, . . . , Bkq. This is an orthonormal basis of V , and for every f PM ,
the matrix Matpf ;B,Bq is diagonal. �

Corollary 6.6.8. Let A “ paijq P Mn,npCq be a hermitian matrix. Then the
sesquilinear form bpx, yq “ tx̄Ay is a scalar product if and only if, for 1 ď k ď n,
we have detpAkq ą 0, where Ak PMk,kpCq is the matrix defined by Ak “ paijq1ďiďk

1ďjďk
.

The matrices Ak are called the “principal minors” of A.
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Proof. Let B “ pv1, . . . , vnq be a basis of Rn formed of eigenvectors of A, with
Avi “ λivi. Using the standard scalar product, we have

bpx, yq “ xx|Ayy

and therefore

bpvi, vjq “ λiδpi, jq.

It follows that b is a scalar product if (and only if) the eigenvalues λi are all ą 0.
We now prove the “if” direction by induction with respect to n. For n “ 1, the result

is clear. Assume now that n ě 2, and that the result holds for matrices of size ď n ´ 1.
Let A be such that detpAkq ą 0 for 1 ď k ď n. By induction, the sesquilinear form
defined by An´1 on Cn´1 is a scalar product. The product of the eigenvalues is equal to
the determinant of A, which is detpAnq ą 0. Hence, all eigenvalues are non-zero, and if
there is one eigenvalue ă 0, then there is at least another one. Assume for instance that
λ1 ­“ λ2 are two eigenvalues ă 0. The vectors v1 and v2 are linearly independent, so there
exist a and b in C, not both zero, such that w “ av1 ` bv2 P Cn is a non-zero vector
where the last coordinate is 0. Hence we can view w as a non-zero element of Cn´1. But
then we have

tw̄An´1w “
tw̄Aw “ |a|2bpv1, v1q ` |b|

2bpv2, v2q “ ´|a|
2
´ |b|2 ă 0,

and this contradicts the fact that An´1 defines a scalar product on Cn´1. Therefore A
has only positive eigenvalues, and b is a scalar product.

Conversely, assume that b is a scalar product on Cn. Then its restriction bk to the
subspaceWk generated by the first k basis vectors of the standard basis is a scalar product.
If we identify Wk with Ck, then we get

bkpx, yq “
tx̄Aky

for all x, y P Ck. From the remarks at the beginning, we therefore have detpAkq ą 0. �

Example 6.6.9. This criterion is convenient when n is relatively small. For instance,
the matrix

A “

¨

˝

2 3 i
3 5 ´1` i
´i ´1´ i 5

˛

‚

defines a scalar product since 2 ą 0, 10 ´ 9 ą 0 and the determinant of A is 2 ą 0, but
the matrix

A1 “

¨

˝

2 3 i
3 3 ´1` i
´i ´1´ i 5

˛

‚

doesn’t (because detpA12q “ ´3 ă 0).
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6.7. Singular values decomposition, II

Theorem 6.7.1 (Unitary Singular value or Cartan decomposition). Let V be a finite-
dimensional unitary space and f P EndCpV q. Let n “ dimpV q and r “ rankpfq. There
exist orthonormal bases

B1 “ pv1, . . . , vnq

B2 “ pw1, . . . , wnq

of V , possibly different, and r strictly positive real numbers σ1, . . . , σr such that for all
v P V , we have

fpvq “
r
ÿ

i“1

σixvi|vywi.

Equivalently we have fpviq “ σiwi for 1 ď i ď r and fpviq “ 0 for i ą r, so that the
matrix Matpf ;B1, B2q is diagonal with diagonal coefficients

pσ1, . . . , σr, 0, . . . , 0q.

The numbers σ1, . . . , σr are called the singular values of f . Up to ordering, they
are uniquely defined.

Proof. Consider the endomorphism g “ f˚f of V . Then g˚ “ f˚pf˚q˚ “ f˚f , so
that g is self-adjoint. Let B1 “ pv1, . . . , vnq be an orthonormal basis of V of eigenvectors
of g, say gpviq “ λivi for 1 ď i ď n. Because

λi}vi}
2
“ xgpviq|viy “ xf

˚
pfpviqq|viy “ }fpviq}

2,

the eigenvalues are ě 0. We can order them so that the first s eigenvalues are ą 0,
and the eigenvalues λs`1, . . . , λn are zero. We then see from the equation above that
fpviq “ 0 for i ą s.

Let v P V . We have

v “
n
ÿ

i“1

xvi|vyvi,

since the basis B1 is orthonormal, hence

fpvq “
n
ÿ

i“1

xvi|vyfpviq “ fpvq “
s
ÿ

i“1

xvi|vyfpviq.

For 1 ď i ď s and 1 ď j ď s, we have

xfpviq|fpvjqy “ xgpviq|vjy “ λixvi|vjy “ λiδpi, jq,

again because B1 is an orthonormal basis. This means that if we define

wi “
1
?
λi
fpviq

for 1 ď i ď s (which is possible since λi ą 0), then we have

xwi|wjy “ δpi, jq.

Now we can write the formula for fpvq in the form

fpvq “
s
ÿ

i“1

a

λixvi|vywi.

This gives the desired result with σi “
?
λi (completing the orthonormal set pw1, . . . , wsq

to an orthonormal basis B2 of V ).
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Finally, the description shows that Impfq Ă xtw1, . . . , wsuy, and since fpviq “ σiwi,
we have in fact equality. Since pw1, . . . , wsq are linearly independent (as they are or-
thonormal), it follows that s “ dim Impfq “ r. �

Corollary 6.7.2. Let n ě 1 and let A P Mn,npCq. There exist unitary matrices X1

and X2 and a diagonal matrix D PMn,npCq with diagonal entries

pσ1, . . . , σr, 0, . . . , 0q

where σi ą 0 for 1 ď i ď r, such that A “ X1DX2.

Proof. This is the theorem applied to f “ fA on Cn with the standard scalar
product, the matrices X1 and X2 being the change of basis matrices from the standard
basis to B1 and B2, which are orthogonal matrices since B1 and B2 are orthonormal
bases. �
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CHAPTER 7

The Jordan normal form

7.1. Statement

The Jordan Normal Form of a matrix has a different form for different fields. The
simplest is the case K “ C, and we will state and prove the general result only in that
case. However, some of the definitions make sense for any field, and we begin with these.

Definition 7.1.1 (Jordan blocks). Let n ě 1 and let λ P K. The Jordan block of
size n and eigenvalue λ is the matrix

Jn,λ “

¨

˚

˚

˚

˚

˚

˝

λ 1 0 ¨ ¨ ¨ ¨ ¨ ¨

0 λ 1
...

...
...

...
...

...
0 ¨ ¨ ¨ ¨ ¨ ¨ λ 1
0 ¨ ¨ ¨ ¨ ¨ ¨ 0 λ

˛

‹

‹

‹

‹

‹

‚

PMn,npKq

or in other words Jn,λ “ paijq with

aii “ λ, for 1 ď i ď n, ai,i`1 “ 1 for 1 ď i ď n´ 1,

and ai,j “ 0 if j ­“ i and j ­“ i` 1.

Example 7.1.2. For instance, for K “ R, we have

J3,π “

¨

˝

π 1 0
0 π 1
0 0 π

˛

‚, J4,0 “

¨

˚

˚

˝

0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0

˛

‹

‹

‚

.

Note that detpJn,λq “ λn and TrpJn,λq “ nλ.

Lemma 7.1.3. (1) The only eigenvalue of Jn,λ is λ. Its geometric multiplicity is 1 and
its algebraic multiplicity is n.

(2) We have pJn,λ ´ λ1nq
n “ 0n,n.

Proof. (1) By computing a triangular determinant (Corollary 3.4.3), we have

charJn,λptq “ pt´ λq
n.

In particular, λ is the unique eigenvalue of Jn,λ, and its algebraic multiplicity is n.
Let v “ ptiq1ďiďn P Kn be an eigenvector (for the eigenvalue λ) of Jn,λ. This means

that Jn,λv “ λv, which translates to the equations
$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

λt1 ` t2 “ λt1

λt2 ` t3 “ λt2
...

...

λtn´1 ` tn “ λtn´1

λtn “ λtn
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which means that t2 “ ¨ ¨ ¨ “ tn “ 0. So v is a multiple of the first standard basis
vector. In particular, the λ-eigenspace is the one-dimensional space generated by this
basis vector, so the geometric multiplicity of λ is 1.

(2) By definition, we have Jn,λ ´ λ1n “ Jn,0, so it suffices to prove that Jnn,0 “ 0. But
if pe1, . . . , enq are the standard basis vectors of Kn, we have

Jn,0e1 “ 0, Jn,0ei “ ei´1 for 1 ď i ď n.

Therefore J2
n,0e2 “ Jn,0e1 “ 0, and by induction we get J in,0ei “ 0 for 1 ď i ď n. Then

Jnn,0ei “ Jn´in,0 J
i
n,0ei “ 0

for 1 ď i ď n, so that Jnn,0 is the zero matrix. �

The following lemma describes what Jordan blocks “mean” as endomorphisms; an-
other interpretation is given below in Example 10.3.13.

Lemma 7.1.4. Let V be a finite-dimensional K-vector space of dimension n ě 1
and f P EndKpV q. Let λ P K. Then there exists an ordered basis B of V such that
Matpf ;B,Bq “ Jn,λ if and only if there exists a vector v P V such that pf ´λ ¨1qnpvq “ 0
and

B “ ppf ´ λ ¨ 1qn´1
pvq, pf ´ λ ¨ 1qn´2

pvq, . . . , pf ´ λ ¨ 1qpvq, vq.

Proof. We denote g “ f ´ λ ¨ 1 P EndKpV q. First assume that there exists v such
that pgn´1pvq, gn´2pvq, . . . , vq is an ordered basis of V and gnpvq “ 0. Then we get

Matpf ;B,Bq ´ λ ¨ 1n “ Matpf ´ λ ¨ 1;B,Bq

“ Matpg;B,Bq “ Jn,0

and so Matpf ;B,Bq “ Jn,0 ` λ ¨ 1n “ Jn,λ.
Conversely, if Matpf ;B,Bq “ Jn,λ, then we have Matpg;B,Bq “ Jn,0. If we denote

B “ pv1, . . . , vnq, this means that

gpv1q “ 0, gpv2q “ v1, ¨ ¨ ¨ gpvnq “ vn´1,

and hence it follows that

vn´1 “ gpvnq, ¨ ¨ ¨ v1 “ gn´1
pvnq, gnpvnq “ 0.

which gives the result with v “ vn. �

Definition 7.1.5 (Sums of Jordan blocks). Let k ě 1 be an integer, and let n1, . . . ,
nk be positive integers and λ1, . . . , λk complex numbers. Let n be the sum of the ni’s.
We denote by

Jn1,λ1 ‘ Jn2,λ2 ‘ ¨ ¨ ¨‘ Jnk,λk
the matrix A PMn,npKq which is block diagonal with the indicated Jordan blocks:

A “

¨

˚

˚

˚

˚

˚

˝

Jn1,λ1 0 0 ¨ ¨ ¨ ¨ ¨ ¨

0 Jn2,λ2 0
...

...
...

...
...

...
0 ¨ ¨ ¨ ¨ ¨ ¨ Jnk´1,λk´1

0
0 ¨ ¨ ¨ ¨ ¨ ¨ 0 Jnk,λk

˛

‹

‹

‹

‹

‹

‚

.
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Lemma 7.1.6. Let
A “ Jn1,λ1 ‘ Jn2,λ2 ‘ ¨ ¨ ¨‘ Jnk,λk .

The spectrum of A is tλ1, . . . , λku; the geometric multiplicity of an eigenvalue λ is the
number of indices i such that λi “ λ, and the algebraic multiplicity is the sum of the ni
for these indices.

In particular, the matrix A is diagonalizable if and only if k “ n and ni “ 1 for all i.

Proof. This follows from Lemma 7.1.3. To be more precise, since A is upper-
triangular, we have

charAptq “
k
ź

i“1

pt´ λiq
ni ,

so the set of eigenvalues is tλ1, . . . , λku, and the algebraic multiplicity of one eigenvalue
λ is the sum of the ni where λi “ λ.

To compute the geometric multiplicity of λ, we decompose Cn “ V1‘ ¨ ¨ ¨ ‘Vk, where
Vi is generated by the standard basis vectors Bi corresponding to the i-th Jordan block,
then Vi is invariant under fA. Hence, for v “ v1 ` ¨ ¨ ¨ ` vk with vi P Vi, we have

fpv1 ` ¨ ¨ ¨ ` vkq “ λpv1 ` ¨ ¨ ¨ ` vkq

if and only if fpviq “ λvi for all i. Since the restriction of f to Vi has matrix Jni,λi with
respect to Bi, Lemma 7.1.3 shows that vi “ 0 unless λ “ λi, and that the corresponding
vector vi is then determined up to multiplication by an element of K. �

Example 7.1.7. For instance, for K “ R, we have

J3,π ‘ J1,π ‘ J2,0 “

¨

˚

˚

˚

˚

˚

˝

π 1 0 0 0 0
0 π 1 0 0 0
0 0 π 0 0 0
0 0 0 π 0 0
0 0 0 0 0 1
0 0 0 0 0 0

˛

‹

‹

‹

‹

‹

‚

.

This has eigenvalues π and 0; the geometric multiplicity of π is 2 (there are two Jordan
blocks for the eigenvalue π), and the algebraic multiplicity is 4; the geometric multiplicity
of 0 is 1 (there is one Jordan block for the eigenvalue 0), and the algebraic multiplicity
is 2.

Now we can state the Jordan Normal Form for complex matrices:

Theorem 7.1.8 (Complex Jordan Normal Form). Let n ě 1 and A PMn,npCq. There
exists k ě 1 and integers n1, . . . , nk ě 1 with n “ n1 ` ¨ ¨ ¨ ` nk, and there exist complex
numbers λ1, . . . , λk such that A is similar to the matrix

Jn1,λ1 ‘ Jn2,λ2 ‘ ¨ ¨ ¨‘ Jnk,λk .

In particular, A is diagonalizable if and only if k “ n.
Equivalently, if V is a finite-dimensional C-vector space of dimension n ě 1 and

f P EndCpV q, then there exist an ordered basis B of V , an integer k ě 1, integers n1,
. . . , nk ě 1 with n “ n1 ` ¨ ¨ ¨ ` nk, and complex numbers λ1, . . . , λk such that

Matpf ;B,Bq “ Jn1,λ1 ‘ Jn2,λ2 ‘ ¨ ¨ ¨‘ Jnk,λk .

This will be proved in the next section. For the moment, we present some applications:
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Corollary 7.1.9 (Cayley-Hamilton Theorem). Let n ě 1 and let A P Mn,npCq.
Write

charAptq “ tn ` an´1t
n´1

` ¨ ¨ ¨ ` a1t` a0.

Then we have
An ` an´1A

n´1
` ¨ ¨ ¨ ` a1A` a01n “ 0n.

This theorem is in fact valid for any field K. (Indeed, for K “ Q or K “ R, it suffices
to view A as a complex matrix to get the result.)

For any field K, any polynomial P “
ř

i ciX
i P KrXs and any matrix A P Mn,npKq,

we denote

P pAq “
ÿ

i

ciA
i.

Lemma 7.1.10. For any polynomials P and Q in KrXs and any A P Mn,npKq, we
have pP `QqpAq “ P pAq `QpAq and pPQqpAq “ P pAqQpAq “ QpAqP pAq. Moreover, if
X is an invertible matrix and B “ XAX´1, then P pBq “ XP pAqX´1.

Proof. The first property follows immediately from the definition. For the second,
write

P “
ÿ

i

ciX
i, Q “

ÿ

j

djX
j.

Then

PQ “
ÿ

i,j

cidjX
i`j.

Similarly, we have

P pAq “
ÿ

i

ciA
i, QpAq “

ÿ

j

djA
j,

and computing the product using the rule Ai`j “ AiAj, we find

pPQqpAq “
ÿ

i,j

cidjA
i`j
“ P pAqQpAq.

Finally, for any i ě 0, we first check (for instance by induction on i) that

XAiX´1
“ pXAX´1

q ¨ ¨ ¨ pXAX´1
q “ pXAX´1

q
i.

Then using linearity, it follows that P pXAX´1q “ XP pAqX´1 for any polynomial P P

KrXs. �

Proof of the Cayley-Hamilton Theorem. Since P pXAX´1q “ XP pAqX´1

and charA “ charXAX´1 for any invertible matrix X (similar matrices have the same
characteristic polynomial), we may assume using Theorem 7.1.8 that A is in Jordan
Normal Form, namely

A “ Jn1,λ1 ‘ Jn2,λ2 ‘ ¨ ¨ ¨‘ Jnk,λk ,

for some k ě 1, integers pniq and complex numbers pλiq. We then have

P pAq “ pA´ λ1q
n1 ¨ ¨ ¨ pA´ λkq

nk .

For any i with 1 ď i ď k, we can reorder the product so that

P pAq “ pA´ λ1 ¨ 1q
n1 ¨ ¨ ¨ pA´ λi´1 ¨ 1q

ni´1

pA´ λi`1 ¨ 1q
ni`1 ¨ ¨ ¨ pA´ λkq

nkpA´ λi ¨ 1q
ni .
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Let i be an integer with 1 ď i ď k. For the standard basis vectors v corresponding to the
block Jni,λi , namely

v “ ej where n1 ` ¨ ¨ ¨ ` ni´1 ă j ď n1 ` ¨ ¨ ¨ ` ni,

we have

P pAqv “ pA´ λ1 ¨ 1q
n1 ¨ ¨ ¨ pA´ λi´1 ¨ 1q

ni´1

pA´ λi`1 ¨ 1q
ni`1 ¨ ¨ ¨ pA´ λk ¨ 1q

nkppA´ λi ¨ 1q
nivq “ 0,

by Lemma 7.1.3 (2). Therefore the matrix P pAq has all columns zero, which means that
P pAq “ 0. �

Example 7.1.11. Let n ě 1 and let A PMn,npCq with

charAptq “ tn ` an´1t
n´1

` ¨ ¨ ¨ ` a1t` a0.

If a0 “ p´1qn detpAq ­“ 0, it follows from the Cayley-Hamilton Theorem that

1n “ ´
1

a0

pAn ` an´1A
n´1

` ¨ ¨ ¨ ` a1Aq “ AB

where B “ ´a´1
0 pA

n´1 ` an´1A
n´2 ` ¨ ¨ ¨ ` a11nq. Hence B is the inverse of A (but in

practice this is not very convenient to compute it!) For n “ 2, since

charAptq “ t2 ´ TrpAqt` detpAq,

this gives the formula

A´1
“ ´

1

detpAq
pA´ TrpAq12q

for an invertible matrix in M2,2pCq, which can of course be checked directly.

Remark 7.1.12. A common idea to prove the Cayley-Hamilton Theorem is to write
charApAq “ detpA ´ Aq “ detp0q “ 0. This does not work! One reason is that it is not
allowed to mix numbers, like determinants, and matrices (charApAq is a matrix), in this
manner. To see this concretely, consider the following question: for a matrix

A “

ˆ

a b
c d

˙

PM2,2pCq,

define qpAq “ ad` bc. Then there exists a polynomial PAptq such that

qpt12 ´ Aq “ PAptq,

namely

PAptq “ pt´ aqpt´ dq ` bc “ t2 ´ pa` dqt` ad` bc.

If the naive argument for the Cayley-Hamilton Theorem was correct, one should also
expect that PApAq “ qApA´ Aq “ 0. But this almost never true! For instance, when

A “

ˆ

1 1
2 3

˙

one checks that PAptq “ t2 ´ 4t` 5, and that PApAq “

ˆ

4 0
0 4

˙

.

Corollary 7.1.13. Let n ě 1 and let A PMn,npCq. Then A and tA are similar.
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Proof. We first see that this property is true when A “ Jn,λ is a Jordan block: the
matrix of fA in the basis pen, en´1, . . . , e1q of Cn is the transpose of Jλ,n.

Now we reduce to this case. By Theorem 7.1.8, there exists an invertible matrix
X PMn.npCq such that XAX´1 “ C, where

C “ Jn1,λ1 ‘ Jn2,λ2 ‘ ¨ ¨ ¨‘ Jnk,λk

for some integer k ě 1, integers ni ě 1, and complex numbers λi. For each i, we can find
an invertible matrix Xi in Mni,nipCq such that

XiJni,λiX
´1
i “

tJni,λi ,

since (as we saw at the beginning) a Jordan block is similar to its transpose. Then the
block diagonal matrix

Y “

¨

˚

˚

˝

X1 0 ¨ ¨ ¨ 0
0 X2 ¨ ¨ ¨ 0
...

...
0 ¨ ¨ ¨ 0 Xk

˛

‹

‹

‚

satisfies Y CY ´1 “ tC. This means that

Y XAX´1Y ´1
“

tXAX´1
“

tX´1tAtX,

and therefore tA “ ZAZ´1 with Z “ tXYX. Hence A is similar to tA. �

The final two applications concern the exponential of a complex matrix. Recall from
analysis that for any n ě 1 and any A PMn,npCq, the series

`8
ÿ

j“0

1

j!
Aj

converges, in the sense that all coefficients converge, to a matrix exppAq called the expo-
nential of A.

Since the multiplication of matrices is continuous, for any invertible matrix X P

Mn,npCq, we have

(7.1) X exppAqX´1
“

`8
ÿ

j“0

1

j!
XAjX´1

“

`8
ÿ

j“0

1

j!
pXAX´1

q
j
“ exppXAX´1

q.

Proposition 7.1.14. Let n ě 1 and let A P Mn,npCq. The exponential of A is
invertible, and in fact we have detpexppAqq “ exppTrpAqq.

Proof. The formula (7.1) shows that detpexppAqq “ detpexppXAX´1qq. By Theo-
rem 7.1.8, using a suitable X, we reduce to the case

A “ Jn1,λ1 ‘ Jn2,λ2 ‘ ¨ ¨ ¨‘ Jnk,λk .

This matrix is upper-triangular with diagonal coefficients

λ1 repeated n1 times, . . . , λk repeated nk times

Hence, for any j ě 0, the matrix Aj is upper-triangular with diagonal coefficients

λj1 repeated n1 times, . . . , λjk repeated nk times.

Summing over k, this means that exppAq is upper-triangular with diagonal coefficients

eλ1 repeated n1 times, . . . , eλk repeated nk times.
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Hence
detpAq “ peλ1q

n1 ¨ ¨ ¨ peλkqnk “ en1λ1`¨¨¨`nkλk “ exppTrpAqq.

�

Finally, we sketch a proof of the following fact:

Proposition 7.1.15. Let n ě 1 be an integer. The exponential on Mn,npCq has
image equal to the set of invertible matrices. In other words, for any invertible matrix
A PMn,npCq, there exists a matrix L PMn,npCq such that exppLq “ A.

Sketch of proof. Because of (7.1) and Theorem 7.1.8, it suffices to show that if

A “ Jn1,λ1 ‘ Jn2,λ2 ‘ ¨ ¨ ¨‘ Jnk,λk ,

with λi ­“ 0 for all i, then A “ exppLq for some matrix L. If we note further that the
exponential of a block-diagonal matrix

L “

¨

˚

˚

˝

L1 0 ¨ ¨ ¨ 0
0 L2 ¨ ¨ ¨ 0
...

...
0 ¨ ¨ ¨ 0 Lk

˛

‹

‹

‚

with Li PMni,nipCq is

exppLq “

¨

˚

˚

˝

exppL1q 0 ¨ ¨ ¨ 0
0 exppL2q ¨ ¨ ¨ 0
...

...
0 ¨ ¨ ¨ 0 exppLkq

˛

‹

‹

‚

,

it is sufficient to prove that any Jordan block Jn,λ with λ ­“ 0 is the exponential of some
matrix.

We only check that this is true for n ď 3, the general case requiring some more alge-
braic details. For n “ 1, this is because any non-zero complex number is the exponential
of some complex number. For n “ 2, one computes

exp
´

ˆ

a t
0 a

˙

¯

“

ˆ

ea eat
0 ea

˙

,

and hence for λ ­“ 0, writing λ “ exppzq for some z P C, we have

J2,λ “ exp
´

ˆ

z λ´1

0 z

˙

¯

.

For n “ 3, similarly, we have

exp
´

¨

˝

a t1 t2
0 a t3
0 0 a

˛

‚

¯

“

¨

˝

ea eat1 eapt3 ` t1t2{2q
0 ea eat3
0 0 ea

˛

‚

(to see this, it is useful to know that exppA1 ` A2q “ exppA1q exppA2q if A1 and A2

commute; apply this A1 “ a13 and A2 the upper-triangular matrix with zero diagonal).
So in that case, we get

J3,λ “ exp
´

¨

˝

z λ´1 ´p2λ2q´1

0 z λ´1

0 0 z

˛

‚

¯

.

�
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7.2. Proof of the Jordan normal form

A first key observation is that a Jordan block Jn,λ has the property that Jn,λ´ λ1n is
a nilpotent matrix with pJn,λ ´ λ1nq

n “ 0. This implies that in a matrix

A “ Jn1,λ1 ‘ Jn2,λ2 ‘ ¨ ¨ ¨‘ Jnk,λk ,

any vector v P Cn which is a linear combination the basis vectors corresponding to the
block Jni,λi verifies

pA´ λi1nq
niv “ 0

So these vectors are not quite eigenvectors (which would be the case ni “ 1), but they
are not very far from that. We will find the Jordan decomposition by looking for such
vectors.

Definition 7.2.1 (Generalized eigenspace). Let V be a K-vector space and t P K.
Let f be an endomorphism of V . The t-generalized eigenspace of f is the union over
k ě 0 of the kernel of pf ´ t ¨ 1qk.

The crucial properties of generalized eigenspaces are the following facts, where one
should note that the second is not true of the eigenspace:

Lemma 7.2.2. Let V be a K-vector space and t P K. Let f be an endomorphism of
V .

(1) The t-generalized eigenspace W of f is a subspace of V that is stable for f .
(2) If v P V is such that fpvq ´ tv P W , then we have v P W . In other words,

pf ´ t ¨ 1q´1pW q Ă W .
(3) The t-generalized eigenspace is non-zero if and only if t is an eigenvalue of f .

Proof. (1) Let W be the t-generalized eigenspace of f . It is immediate from the
definition that if t P K and v P W , then tv P W . Now let v1 and v2 be elements of W .
There exist k1 ě 0 and k2 ě 0 such that pf ´ t ¨ 1qk1pv1q “ 0 and pf ´ t ¨ 1qk2pv2q “ 0. Let
k be the maximum of k1 and k2. Then we have

pf ´ t ¨ 1qkpv1q “ pf ´ t ¨ 1q
k
pv2q “ 0,

and by linearity we get

pf ´ t ¨ 1qkpv1 ` v2q “ 0.

This shows that W is a vector subspace of V .
Let v P W and k ě 0 be such that pf ´ t ¨ 1qkpvq “ 0. Let w “ fpvq. We then have

pf ´ t ¨ 1qkpwq “ pf ´ t ¨ 1qkppf ´ t ¨ 1qpvqq ` tpf ´ t ¨ 1qkpvq “ pf ´ t ¨ 1qk`1
pvq “ 0.

Hence w “ fpvq P W , which means that W is f -invariant.
(2) Assume that fpvq ´ tv P W . Let k ě 0 be such that pf ´ t ¨ 1qkpfpvq ´ tvq “ 0.

Then

pf ´ t ¨ 1qk`1
pvq “ pf ´ t ¨ 1qkpfpvq ´ tvq “ 0,

so that v P W .
(3) If t is an eigenvalue of f , then any eigenvector is a non-zero element of the t-

generalized eigenspace. Conversely, suppose that there exists a vector v ­“ 0 and an
integer k ě 1 such that

pf ´ λ ¨ 1qkpvq “ 0.

We may assume that k is the smallest positive integer with this property. Then for
w “ pf´λ¨1qk´1pvq, which is non-zero because of this condition, we have pf´λ¨1qpwq “ 0,
so that w is a t-eigenvector of f . �
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The next result is the Jordan Normal Form in the special case of a nilpotent endo-
morphism. Its proof is, in fact, the most complicated part of the proof of Theorem 7.1.8,
but it is valid for any field.

Proposition 7.2.3. Let n ě 1. Let V be an n-dimensional K-vector space and let
f P EndKpV q be a nilpotent endomorphism of V . There exists an integer k ě 1, integers
n1, . . . , nk ě 1 with n “ n1 ` ¨ ¨ ¨ ` nk and a basis B of V such that

Matpf ;B,Bq “ Jn1,0 ‘ ¨ ¨ ¨‘ Jnk,0.

Example 7.2.4. For instance, if m “ 5, and k “ 3 with n1 “ 3, n2 “ n3 “ 1, then
we get the matrix

J3,0 ‘ J1,0 ‘ J1,0 “

¨

˚

˚

˚

˚

˝

0 1 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

˛

‹

‹

‹

‹

‚

.

We give two proofs of Proposition 7.2.3 – one is more abstract (using subspaces and
linear maps), but slightly shorter, while the second is more concrete (using vectors and
constructing a suitable basis “by hand”), but slightly longer.

First proof of Proposition 7.2.3. Let d ě 0 be the integer such that fd “ 0
but fd´1 ­“ 0. We may assume that d ě 2 (otherwise we get f “ 0, this has matrix
J1,0 ‘ ¨ ¨ ¨‘ J1,0 in any basis).

Then we have an increasing sequence of subspaces of V given by the kernels Wi “

Kerpf iq of the successive powers of f :

t0u “ Kerpf 0
q Ă Kerpfq Ă ¨ ¨ ¨ Ă Kerpf iq Ă ¨ ¨ ¨ Ă Kerpfdq “ V.

Note that Wi ­“ Wi`1 for 0 ď i ď d´1: indeed, for any v P V , we have fd´pi`1qpvq P Wi`1

since fdpvq “ 0, and if Wi`1 “ Wi, it follows that f ifd´pi`1qpvq “ 0, which means that
fd´1 “ 0. For any i, we have also fpWiq Ă Wi´1.

Using these properties, we will construct by induction on i with 1 ď i ď d, a sequence
of direct sum decompositions

(7.2) V “ W̃d´1 ‘ ¨ ¨ ¨ ‘ W̃d´i ‘Wd´i,

such that, for d´ i ď j ď d´ 1, we have

(1) the space W̃j is a subspace of Wj`1 and W̃j XWj “ t0u;

(2) the restriction of f to W̃j is injective;

(3) the image fpW̃jq lies in W̃j´1 if j ą d´ i, while fpW̃d´iq Ă Wd´i

(note that these conditions are not independent; but some parts are useful for the con-
clusion, and others better adapted to the inductive construction).

Let us first explain how this leads to the Jordan form of f . For i “ d, we have
W0 “ t0u, and we get the decomposition

(7.3) V “ W̃d´1 ‘ ¨ ¨ ¨ ‘ W̃0,

such that (by Conditions (2) and (3)) the restrictions of f are injective linear maps

W̃d´1
f
ÝÑ W̃d´2

f
ÝÑ ¨ ¨ ¨

f
ÝÑ W̃1

f
ÝÑ W̃0.

We then construct a basis B of V as follows:

‚ Let Bd´1 be a basis of W̃d´1;
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‚ The set fpBd´1q is linearly independent in W̃d´2, since f is injective restricted to
W̃d´1; let Bd´2 be vectors such that pfpBd´1q, Bd´2q is a basis of W̃d´2, so that

pBd´1, fpBd´1q, Bd´2q

is a basis of W̃d´1 ‘ W̃d´2;
‚ The vectors in pf 2pBd´1q, fpBd´2qq are linearly independent in W̃d´3, since f is in-

jective restricted to W̃d´2; letBd´3 be vectors such that pf 2pBd´1q, fpBd´2q, Bd´3q

is a basis of W̃d´3, so that

pBd´1, fpBd´1q, f
2
pBd´1q, Bd´2, fpBd´2q, Bd´3q

is a basis of W̃d´1 ‘ W̃d´2;
‚ Inductively, we construct similarly Bd´1, . . . , B0 linearly independent vectors in
W̃d´1, . . . , W̃0, such that

B “ pBd´1, fpBd´1q, . . . , f
d´1
pBd´1q, Bd´2, . . . , f

d´2
pBd´2q, ¨ ¨ ¨ , B1, fpB1q, B0q

is a basis of V .

Finally, for any i ě 1 and for any basis vector v of Bd´i, consider the vectors

pfd´ipvq, . . . , fpvq, vq

which are all basis vectors of B. These generate a subspace of V that is invariant under
f : indeed, it suffices to check that fpfd´ipvqq “ 0, and this holds because v P W̃d´i Ă

Wd´i`1 “ Kerpfd´i`1q (see Condition (1)).
The matrix of f restricted to the subspace generated by

pfd´ipvq, . . . , fpvq, vq

is J0,d´i`1 (see Lemma 7.1.4). If we reorder the basis B by putting such blocks of vectors
one after the other, the matrix of f with respect to B will be in Jordan Normal Form.

This concludes the proof of Proposition 7.2.3, up to the existence of the decomposi-
tions (7.2). We now establish this by induction on i. For i “ 1, we select W̃d´1 as any
complement of Wd´1 in Wd “ V , so that V “ W̃d´1‘Wd´1. This gives the direct sum de-
composition and Condition (1). The image of W̃d´1 is then a subspace of Wd´1 (Condition
(3)), and the kernel of the restriction of f to W̃d´1 is thenW1XW̃d´1 Ă Wd´1XW̃d´1 “ t0u,
which gives Condition (2) (recall that we assumed that d ě 2, so 1 ď d´ 1).

Suppose now that i ď d and that we have constructed

(7.4) V “ W̃d´1 ‘ ¨ ¨ ¨ ‘ W̃d´pi´1q ‘Wd´pi´1q,

satisfying the desired properties. The image F “ fpW̃d´pi´1qq and the subspace Wd´i are
both contained in Wd´pi´1q. Moreover, we have F XWd´i “ t0u: indeed, if v P F XWd´i,

then we can write v “ fpwq with w P W̃d´pi´1q. Then fd´pi´1qpwq “ fd´ipvq “ 0 and

therefore w P W̃d´pi´1q XWd´pi´1q “ t0u (by induction from Condition (1) for (7.4)), so
v “ 0.

Hence F and Wd´i are in direct sum. We define W̃d´i to be any complement of Wd´i in
Wd´pi´1q that contains F . Condition (1) holds since W̃d´i Ă Wd´pi´1q and W̃d´iXWd´i “

t0u. From

Wd´pi´1q “ W̃d´i ‘Wd´i,

and (7.4), we get the further decomposition

V “ W̃d´1 ‘ ¨ ¨ ¨ ‘ W̃d´i ‘Wd´i.
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The linear map f sends W̃d´pi´1q to F Ă W̃d´i by construction. Since f sends also

W̃d´i Ă Wd´pi´1q to Wd´i, we obtain Condition (3).

To conclude, we check Condition (2). First, since W̃d´1, . . . , W̃d´pi´1q are unchanged,

the induction hypothesis implies that the restriction of f to W̃j is injective for d´pi´1q ď

j ď d´ 1. And finally, for j “ d´ i, the kernel of the restriction of f to W̃d´i is

Kerpfq X W̃d´i “ W1 X W̃d´i Ă Wd´pi´1q X W̃d´i “ t0u

by construction. �

Second proof of Proposition 7.2.3. The idea is to identify vectors that are as-
sociated to the Jordan blocks as in Lemma 7.1.4, and the difficulty is that they are not
unique in general. The basic observation that we use is that each block Jni,0 must cor-
respond to a single vector in Kerpfq, up to multiplication by an element of K. We will
then start from a basis of Kerpfq, and construct the blocks carefully “backwards”.

To be precise, for a vector v ­“ 0 in V , define the height Hpvq of v as the largest
integer m ě 0 such that there exists w P V with fmpwq “ v (so that m “ 0 corresponds
to the case w “ v, i.e., v does not belong to the image of f). This is finite, and indeed
Hpvq ď n´ 1 because we know that fn “ 0 (Proposition 4.4.6).

Note that if Hpvq “ h and fhpwq “ v, then we have f ipwq “ 0 for all i ą h, and also
Hpf ipwqq “ i for 0 ď i ď h. Moreover, if f is the linear map on Kn corresponding to a
Jordan block Jn,0, then the first standard basis vector e1 of Kn satisfies Hpe1q “ n ´ 1
(since e1 “ fn´1penq), and is (up to multiplication by non-zero elements of K) the only
vector with this height, all others having height ď n´ 2 (because fn “ 0). Therefore we
can try to “recover” the size of a Jordan block from the heights of vectors.

Let k “ dim Kerpfq. Let then pv1, . . . , vkq be a basis of Kerpfq chosen so that the sum

k
ÿ

i“1

Hpviq

of the heights of the basis vectors is as large as possible – this is possible because the set
of possible sums of this type is a finite set of integers (since the height of a non-zero vector
is finite). For 1 ď i ď k, let ni “ Hpviq ě 0 and let wi P V be such that fnipwiq “ vi.
Since f is nilpotent, we know that the vectors

Bi “ pf
nipwiq, f

ni´1
pwiq, . . . , fpwiq, wiq

are linearly independent (Proposition 4.4.6). Let Wi be the pni`1q-dimensional subspace
of V with basis Bi. We may re-order the vectors pviq to ensure that

n1 ě n2 ě ¨ ¨ ¨ ě nk ě 1.

We first claim that the vectors in B “ pB1, . . . , Bkq are linearly independent (in
particular, the spaces W1, . . . , Wk are in direct sum). To see this, note that these vectors
are fni´jpwiq for 1 ď i ď k and 0 ď j ď ni. Let tij be elements of K such that

(7.5)
k
ÿ

i“1

ni
ÿ

j“0

ti,jf
ni´jpwiq “ 0.

We apply fn1 to the identity (7.5); since fn1`ni´jpwiq “ 0 unless ni ´ j “ 0 and
ni “ n1, the resulting formula is

ÿ

1ďiďk
ni“n1

ti,n1vi “ 0.
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Since pviq is a basis of Kerpfq, this means that ti,ni “ 0 whenever ni “ n1. Now apply
fn1´1 to (7.5); the vanishing of ti,ni when ni “ n1 shows that the resulting equation is

ÿ

1ďiďk
niěn1´1

ti,n1´1vi “ 0,

and hence ti,n1´1 “ 0 whenever n1 ´ 1 ď ni. Iterating, we obtain ti,n1´l “ 0 whenever
n1 ´ l ď ni, and in the end, it follows that ti,j “ 0 for all i and j.

Now we claim that the direct sum W of the spaces W1, . . . , Wk is equal to V . This will
conclude the proof of the proposition, since the matrix of f with respect to pB1, . . . , Bkq

is simply

Jn1`1,0 ‘ ¨ ¨ ¨‘ Jnk`1,0.

To prove the claim, we will show by induction on r ě 1 that Kerpf rq Ă W . Since f is
nilpotent, this will imply that V Ă W by taking r large enough (indeed, r “ n is enough,
according to Proposition 4.4.6).

For r “ 1, we have Kerpfq Ă W by construction, so we assume that r ą 1 and that
Kerpf r´1q Ă W .

We first decompose W in two parts: we have

W “ E ‘ F

where E is the space generated by pw1, . . . , wkq, and F is the space generated by f jpwiq
with 1 ď i ď k and 1 ď j ă ni. Note that F is contained in fpW q, since all its basis
vectors are in fpW q. On the other hand, we claim that E X Impfq “ t0u. If this is
true, then we conclude that Kerpf rq Ă W as follows: let v P Kerpf rq; then fpvq belongs
to Kerpf r´1q. By induction, fpvq therefore belongs to W . Now write fpvq “ w1 ` w2

with w1 P E and w2 P F . By the first observation about F , there exists w3 P W such
that fpw3q “ w2. Then w1 “ fpv ´ w3q P E X Impfq, so that w1 “ 0. Therefore
v ´ w3 P Kerpfq Ă W , so that v “ pv ´ w3q ` w3 P W .

We now check the claim. Assume that there exists v ­“ 0 in E X Impfq. Then there
exists w P V such that

fpwq “ v “ t1w1 ` ¨ ¨ ¨ ` tkwk

with ti P K not all zero. Let j be the smallest integer with tj ­“ 0, so that

fpwq “ v “ tjwj ` ¨ ¨ ¨ ` tkwk.

Applying fnj , we get

(7.6) fnj`1
pwq “ fnjpvq “ tjvj ` ¨ ¨ ¨ ` tlvl ­“ 0,

where l ě j is the integer such that nj “ ¨ ¨ ¨ “ nl and nl`1 ă nl. But then the vectors
pviqi ­“j, together with v1j “ fnj`1pwq, form another basis of Kerpfq: the formula (7.6)
shows that v1j P Kerpfq and that

vj “
1

tj
pv1j ´ tj`1vj`1 ´ ¨ ¨ ¨ tlvlq,

so that these k vectors generate Kerpfq. Since v1j “ fnj`1pwq, we have mathrmHpv1jq ě
nj ` 1. Hence the sum of the heights of the elements of this new basis is strictly larger
than n1 ` ¨ ¨ ¨ ` nk. This contradicts our choice of the basis pv1, . . . , vkq of Kerpfq, and
therefore concludes the proof that E X Impfq “ t0u. �

The second lemma is also valid for any field.
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Lemma 7.2.5. Let V be a K-vector space. Let f be an endomorphism of V . The
generalized eigenspaces of f are linearly independent.

Proof. Let λ1, . . . , λk be the distinct eigenvalues of f and Vi the λi-generalized
eigenspace. Let ni ě 1 be such that Vi “ Kerppf ´λi ¨ 1q

niq. Suppose vi P Vi are elements
such that

v1 ` ¨ ¨ ¨ ` vk “ 0.

Fix i with 1 ď i ď n. Consider then the endomorphism

gi “ pf ´ λ1 ¨ 1q
n1 ¨ ¨ ¨ pf ´ λi´1 ¨ 1q

ni´1pf ´ λi`1 ¨ 1q
ni`1 ¨ ¨ ¨ pf ´ λk ¨ 1q

k
P EndKpV q

(omitting the factor with λi). Since the factors f ´ λi commute, we can rearrange the
order of the composition as we wish, and it follows that for j ­“ i, we have gipvjq “ 0. On
the other hand, since Vi is stable under f (Lemma 7.2.2 (1)), it is stable under gi, and
since none of the λj, j ­“ i, is a generalized eigenvalue of f |Vi, the restriction of gi to Vi
is invertible as an endomorphism of Vi. Since applying gi to the equation above gives

gipviq “ 0,

we deduce that vi “ 0. Since this holds for all i, it follows that the generalized eigenspaces
are linearly independent. �

Using these lemmas, we can now conclude the proof:

Proof of Theorem 7.1.8. Let λ1, . . . , λk be the distinct eigenvalues of f and Vi
the λi-generalized eigenspace. Let

W “ V1 ‘ ¨ ¨ ¨ ‘ Vk,

where the sum is direct by the previous lemma. By Proposition 7.2.3 applied to the
restriction of f ´ λi to Vi, which is nilpotent, there exist integers ki ě 1, integers ni,1,
. . .n1,ki ě 1 with ni,1 ` ¨ ¨ ¨ ` ni,k “ dimVi and a basis Bi of Vi such that

Matpf |Vi;Bi, Biq “ Jni,1,λi ‘ ¨ ¨ ¨‘ Jni,ki ,λi .

Therefore the restriction of f to the stable subspace W has a Jordan Normal Form
decomposition in the basis pB1, . . . , Bkq of W . The proof will be finished by proving that
W “ V .

Suppose thatW ­“ V . Then we can find a complement W̃ ofW in V with dimpW̃ q ě 1.

Consider the projection p on W̃ parallel to W and the endomorphism f̃ “ p ˝ pf |W̃ q of
W̃ . By Theorem 4.3.14, since dimpW̃ q ě 1 and we are considering C-vector spaces, there

exists an eigenvalue λ P C of f̃ . Let v P W̃ be an eigenvector of f̃ with respect to λ. The
condition f̃pvq “ λv means that

fpvq “ λv ` w

where w P Kerppq “ W . Therefore

w “
k
ÿ

i“1

wi,

where wi P Vi. Define g “ f ´ λ ¨ 1, so that

gpvq “
k
ÿ

i“1

wi.

159



For any i such that λi ­“ λ, the restriction of g “ f ´ λ ¨ 1 to Vi is invertible so there
exists vi P Vi such that gpviq “ wi. If this is the case for all i, then we get

g
´

v ´
k
ÿ

i“1

vi

¯

“ 0,

which means that the vector

v ´
k
ÿ

i“1

vi

is in Kerpgq “ Kerpf ´ λ ¨ 1q “ t0u. This would mean v P W , which is a contradiction.
So there exists i such that λi “ λ, and we may assume that λ “ λ1 by reordering the

spaces Vi if needed. Then g “ f ´ λ1 ¨ 1, and we get

g
´

v ´
k
ÿ

i“2

vi

¯

“ gpv1q P V1.

But then

gn1

´

v ´
k
ÿ

i“2

vi

¯

“ gn1pv1q “ 0,

which means by definition of generalized eigenspaces that

v ´
k
ÿ

i“2

vi P V1,

so v P W , again a contradiction. �

Example 7.2.6. How does one compute the Jordan Normal Form of a matrix A,
whose existence is ensured by Theorem 7.1.8? There are two aspects of the question: (1)
either one is looking “only” for the invariants k, λ1, . . . , λk and n1, . . . , nk; or (2) one
wants also to find the change of basis matrix X such that XAX´1 is in Jordan Normal
Form.

The first problem can often be solved, for small values of n at least, by simple com-
putations that use the fact there the number of possibilities for k and the integers ni is
small. The second requires more care. We will illustrate this with one example of each
question.

(1) Assume that we have a matrix A P M7,7pCq, and we compute the characteristic
polynomial to be charAptq “ pt ´ iq4pt ` 2q2pt ´ πq. We can then determine the Jordan
Normal Form (without computing a precise change of basis) by arguing for each eigenvalue
λ in turn, and determining the “part” of the Jordan Normal Form involving only λ:

‚ For the eigenvalue λ “ π, the algebraic and geometric multiplicities are 1, and
therefore the corresponding contribution is J1,π.

‚ For the eigenvalue λ “ ´2, there are two possibilities: either J2,´2 or J1,´2‘J1,´2;
they can be distinguished by computing the eigenspace Eig´2,A: the first case
corresponds to a 1-dimensional eigenspace, and the second to a 2-dimensional
eigenspace (since each Jordan block brings a one-dimensional eigenspace).

‚ For the eigenvalue λ “ i, there are more possibilities, as follows:

J4,i, J3,i ‘ J1,i, J2,i ‘ J2,i, J2,i ‘ J1,i ‘ J1,i, J1,i ‘ J1,i ‘ J1,i ‘ J1,i.

Most can be distinguished using the dimension of Eigi,A, which is, respectively

1, 2, 2, 3, 4.
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‚ If the i-eigenspace has dimension 2, we can distinguish between J3,i ‘ J1,i and
J2,i ‘ J2,i by the dimension of the kernel of pA ´ i1nq

2: it is 3 for the first case,
and 4 for the second case.

(2) Now we discuss the actual computation of the Jordan Normal Form together with
the associated basis. Besides general remarks, we apply it to the matrix

(7.7) A “

¨

˚

˚

˚

˚

˝

3 1 ´3 0 0
0 ´2 16 0 0
0 ´1 6 0 0
2 ´3 14 2 1
0 0 0 0 2

˛

‹

‹

‹

‹

‚

PM5,5pCq.

We use the following steps:

‚ We compute the characteristic polynomial P of A and factor it, in the form

P ptq “
m
ź

j“1

pt´ λjq
mj

where the λj are distinct complex numbers, and mj ě 1 is the algebraic multi-
plicity of λj as eigenvalue of A.

For the matrix A of (7.7), we find

P “ pt´ 2q4pt´ 3q.

‚ For each eigenvalue λ, we compute Eigλ,A; its dimension is the number of Jor-
dan blocks of A with eigenvalue λ; if the dimension is equal to the algebraic
multiplicity, then a basis of corresponding eigenvectors gives the Jordan blocks

J1,λ ‘ ¨ ¨ ¨‘ J1,λ.

Here, λ “ 3 is an eigenvalue with geometric and algebraic multiplicity 1, so the corre-
sponding Jordan block is J1,3. Solving the linear system Av “ 3v (which we leave as an
exercise) gives the basis vector

v1 “

¨

˚

˚

˚

˚

˝

1
0
0
2
0

˛

‹

‹

‹

‹

‚

of Eig3,A.

‚ To determine further the Jordan blocks with eigenvalue λ, if needed, we compute
the successive matrices pA ´ λ ¨ 1nq

k for k “ 2, . . . , and their kernels. When
these stabilize, we have found the λ-generalized eigenspace. We can then either
exploit the small number of possibilities (see below for an example), or else use
the construction in the first proof of Proposition 7.2.3 for A´λ ¨1n to find a basis
of the generalized eigenspace in which the matrix has a Jordan decomposition.

For our example, if λ “ 2, the possibilities for the Jordan blocks are

J4,2, J3,2 ‘ J1,2, J2,2 ‘ J2,2, J2,2 ‘ J1,2 ‘ J1,2, J1,2 ‘ J1,2 ‘ J1,2 ‘ J1,2.
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We solve the linear system Av “ 2v using the REF method for pA´ 2 ¨ 15qv “ 0. Since

(7.8) A´ 2 ¨ 15 “

¨

˚

˚

˚

˚

˝

1 1 ´3 0 0
0 ´4 16 0 0
0 ´1 4 0 0
2 ´3 14 0 1
0 0 0 0 0

˛

‹

‹

‹

‹

‚

,

we forget the last row which is identically zero. The reduction (where we exchange rows
at some point to avoid denominators) goes:

A´ 2 ¨ 15 ù

R1

R2

R3

R4 ´ 2R1

¨

˚

˚

˝

1 1 ´3 0 0
0 ´4 16 0 0
0 ´1 4 0 0
0 ´5 20 0 1

˛

‹

‹

‚

ù

R1

R3

R2

R4

¨

˚

˚

˝

1 1 ´3 0 0
0 ´1 4 0 0
0 ´4 16 0 0
0 ´5 20 0 1

˛

‹

‹

‚

ù

R1

R2

R3 ´ 4R2

R4 ´ 5R2

¨

˚

˚

˝

1 1 ´3 0 0
0 ´1 4 0 0
0 0 0 0 0
0 0 0 0 1

˛

‹

‹

‚

ù

R1

R2

R4

R3

¨

˚

˚

˝

1 1 ´3 0 0
0 ´1 4 0 0
0 0 0 0 1
0 0 0 0 0

˛

‹

‹

‚

.

If we now use Theorem 2.10.12, we see that dim Eig2,A “ 2, with basis vectors

v2 “

¨

˚

˚

˚

˚

˝

0
0
0
1
0

˛

‹

‹

‹

‹

‚

“ e4, v3 “

¨

˚

˚

˚

˚

˝

´1
4
1
0
0

˛

‹

‹

‹

‹

‚

(the fourth and third columns of the REF matrix are the free columns). As a check, note
that it is indeed clear from the form of A that e4 is an eigenvector for the eigenvalue 2.

This shows in particular that the only possibilities for the Jordan blocks are

J3,2 ‘ J1,2, J2,2 ‘ J2,2.

To go further, we compute the kernel of pA ´ 2 ¨ 15q
2, since we know (see the discussion

above) that its dimension will distinguish between the two possibilities. We compute

pA´ 2 ¨ 15q
2
“

¨

˚

˚

˚

˚

˝

1 0 1 0 0
0 0 0 0 0
0 0 0 0 0
2 0 2 0 0
0 0 0 0 0

˛

‹

‹

‹

‹

‚

It is clear that the rank of this matrix is 1, so its kernel W has dimension 4. Indeed, a
basis is

pf1, f2, f3, f4q “ pe1 ´ e3, e2, e4, e5q

in terms of the standard basis vectors. Since the kernel has dimension 4, it is in fact
the generalized eigenspace for the eigenvalue 2, which confirms that the corresponding
Jordan blocks are J2,2 ‘ J2,2. There only remains to find a suitable basis where these
Jordan blocks appear.

For the block associated to v2 “ e4, this means we must find a vector w2 in W with
pA´2 ¨15qw2 “ v2. Looking at A´2 ¨15 (namely (7.8)), we see that we can take w2 “ e5,
which is indeed in W2.
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For the block associated to v3, we must find w3 P W with pA´2 ¨15qw3 “ v3. Writing

w3 “ af1 ` bf2 ` cf3 ` df4,

we compute

pA´ 2 ¨ 15qw3 “

¨

˚

˚

˚

˚

˝

4a` b
´16a´ 4b
´4a´ b

´12a´ 3b` d
0

˛

‹

‹

‹

‹

‚

To satisfy pA´ 2 ¨ 15qw3 “ v3, the equations become
#

4a` b “ ´1

´12a´ 3b` d “ 0

(the others following from these two). These equation are satisfied if and only if d “ ´3
and 4a` b “ ´1. Hence, a suitable choice is

w3 “ ´f2 ´ 3f4 “

¨

˚

˚

˚

˚

˝

0
´1
0
0
´3

˛

‹

‹

‹

‹

‚

.

In conclusion, if we take the basis

B “ pv1, v2, w2, v3, w3q “

´

¨

˚

˚

˚

˚

˝

1
0
0
2
0

˛

‹

‹

‹

‹

‚

,

¨

˚

˚

˚

˚

˝

0
0
0
1
0

˛

‹

‹

‹

‹

‚

,

¨

˚

˚

˚

˚

˝

0
0
0
0
1

˛

‹

‹

‹

‹

‚

,

¨

˚

˚

˚

˚

˝

´1
4
1
0
0

˛

‹

‹

‹

‹

‚

,

¨

˚

˚

˚

˚

˝

0
´1
0
0
´3

˛

‹

‹

‹

‹

‚

¯

of C5, then the matrix of fA with respect to B is the Jordan Normal Form matrix

J1,3 ‘ J2,2 ‘ J2,2.

163



CHAPTER 8

Duality

In this short chapter, we consider an important “duality” between vector spaces and
linear maps. In particular, this is the theoretic explanation of the transpose of a matrix
and of its properties.

In this chapter, K is an arbitrary field.

8.1. Dual space and dual basis

Definition 8.1.1 (Dual space; linear form). Let V be a K-vector space. The dual
space V ˚ of V is the space HomKpV,Kq of linear maps from V to K. An element of V ˚

is called a linear form on V .

If V is finite-dimensional, then V ˚ is also finite dimensional, and dimpV ˚q “ dimpV q,
and in particular, V ˚ is isomorphic to V . This is not true for infinite-dimensional spaces.

Let λ P V ˚ be a linear form and v P V . It is often convenient to use the notation

xλ, vy “ λpvq

for the value of λ at the vector v.

Example 8.1.2. (1) Let V “ Kn for some n ě 1. For 1 ď j ď n, let λj be the j-th
coordinate map ptiq1ďiďn ÞÑ tj; then λj is a linear form on V , hence an element of V ˚.
More generally, if s1, . . . , sn are elements of K, the map

ptiq ÞÑ s1t1 ` ¨ ¨ ¨ ` sntn

is an element of V ˚. In fact, all linear forms on Kn are of this type: this linear form is
the unique linear map V Ñ K such that the standard basis vector ei is mapped to si.

(2) Let V “ Mn,npKq. Then the trace is an element of V ˚; similarly, for any finite-
dimensional vector space V , the trace is an element of EndKpV q

˚.
(3) Let V “ KrXs be the space of polynomials with coefficients in K. For any t0 P K,

the map P ÞÑ P pt0q is a linear form on V . Similarly, the map P ÞÑ P 1pt0q is a linear
form.

(4) Let V be a vector space and let B be a basis of V . Let v0 be an element of B.
For any v P V , we can express v uniquely as a linear combination of the vectors in B; let
λpvq be the coefficient of v0 in this representation (which may of course be 0):

v “ λpvqv0 ` w,

where w is a linear combination of the vectors of B1 “ B´tv0u. Then λ is an element of
V ˚, called the v0-coordinate linear form associated to B. Indeed, if v1 and v2 are
elements of V such that

vi “ λpviqv0 ` wi,

with wi a linear combination of the vectors in B1, then we get

tv1 ` sv2 “ ptλpv1q ` sλpv2qqv0 ` ptw1 ` sw2q,
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where tw1 ` sw2 also belongs to xB1y, which means that

λptv1 ` sv2q “ tλpv1q ` sλpv2q.

Note that λ depends not only on v0, but on all of B.
(5) Let V “ KrXs. Consider the basis B “ pX iqiě0 of V . Then for i ě 0, the

X i-coordinate linear form associated to B is the linear form that maps a polynomial P
to the coefficient of X i in the representation of P as a sum of monomials

ř

j ajX
j.

(6) Let V be the C-vector space of all continuous functions f : r0, 1s Ñ C. On V , we
have many linear forms: for instance, for any a P r0, 1s, the map f ÞÑ fpaq is a linear
form on V . For any function g P V , we can also define the linear form

λgpfq “

ż 1

0

fptqgptqdt.

We will now show how to construct a basis of V ˚ when V is finite-dimensional.

Proposition 8.1.3. Let V be a finite-dimensional vector space and let B “

pe1, . . . , enq be an ordered basis of V . For 1 ď i ď n, let λi be the ei-coordinate lin-
ear form associated to V , i.e., the elements λipvq of K are such that

v “ λ1pvqe1 ` ¨ ¨ ¨ ` λnpvqen.

Then B˚ “ pλ1, . . . , λnq is an ordered basis of V ˚. It satisfies

(8.1) xλj, eiy “

#

1 if i “ j

0 otherwise

and it is characterized by this property, in the sense that if pµ1, . . . , µnq is any ordered
sequence elements of V ˚ such that

xµj, eiy “

#

1 if i “ j

0 otherwise,

then we have µj “ λj for all j.

One says that pλ1, . . . , λnq is the dual basis to the given ordered basis B.

Proof. We saw in Example 8.1.2 (4) that λi P V
˚. The property (8.1), namely

xλj, eiy “

#

1 if i “ j

0 otherwise,

follows from the definition, since the coefficients of the representation of ei in the basis
B are 1 for the i-th basis vector ei itself and 0 for all other vectors.

Since V and V ˚ both have dimension n, to show that B˚ “ pλjq1ďjďn is an ordered
basis of V ˚, it is enough to check that the linear forms λj are linearly independent in V ˚.
Therefore, let t1, . . . , tn be elements of K such that

t1λ1 ` ¨ ¨ ¨ ` tnλn “ 0 P V ˚.

This means that, for all v P V , we have

t1λ1pvq ` ¨ ¨ ¨ ` tnλnpvq “ 0 P K.

Applied to v “ ei for 1 ď i ď n, this leads to ti “ 0.
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Finally, we check that B˚ is characterized by the condition (8.1): let pµjq1ďjďn be a
sequence in V ˚ such that

xµj, eiy “

#

1 if i “ j

0 otherwise.

Then λj and µj are linear maps on V that take the same values for all elements of the
basis B: they are therefore equal. �

Given an ordered basis B “ pe1, . . . , enq of a finite-dimensional vector space V , we
can also summarize the definition of the dual basis pλjq1ďjďn by the relation

(8.2) v “
n
ÿ

i“1

xλi, vyei.

Example 8.1.4. (1) Let V “ Kn and let B “ pe1, . . . , enq be the standard basis of
V . Consider the ordered basis B0 “ p1q of K. For λ P V ˚, the matrix Matpλ;B,B0q is a
matrix with one row and n columns, namely

Matpλ;B,B0q “ pλpe1q, λpe2q, ¨ ¨ ¨ , λpenqq.

Let pλ1, ¨ ¨ ¨ , λnq be the dual basis of B. These are just the coordinate maps:

λjpptiq1ďiďnq “ tj

for 1 ď j ď n, since the coordinate maps satisfy the characteristic property (8.1). These
linear forms are often denoted dx1, . . . , dxn, so that the representation formula becomes

v “

¨

˝

t1
...
tn

˛

‚“ t1dx1pvq ` ¨ ¨ ¨ ` tndxnpvq.

The corresponding matrices are

Matpdx1;B,B0q “ p1, 0, ¨ ¨ ¨ , 0q, Matpdx2;B,B0q “ p0, 1, 0, ¨ ¨ ¨ , 0q, . . .

Matpdxn;B,B0q “ p0, 0, ¨ ¨ ¨ , 0, 1q.

For a linear form λ represented by the row matrix t “ pt1 ¨ ¨ ¨ tnq as above and a column
vector x “ pxiq1ďiďn P Kn, the value λpvq is

t1x1 ` ¨ ¨ ¨ ` tnxn “ t ¨ x,

where the product on the right is the product of matrices.
(2) If V is infinite-dimensional andB is a basis of V , then the corresponding coordinate

linear forms do not form a generating set of V ˚. For instance, let V “ RrXs. Consider
the linear form

λpP q “

ż 1

0

P ptqdt,

and the basis pX iqiě0, so that λpX iq “ 1
i`1

for i ě 0. We claim that λ is not a linear

combination of the coordinate linear forms λi, which map P to the coefficient of X i in the
representation of P . Intuitively, this is because such a linear combination only involves
finitely many coefficients, whereas λ involves all the coefficients of P . To be precise, a
linear combination of the λi’s is a linear form of the type

`pP q “
m
ÿ

i“0

tiλipP q
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where the integer m and the coefficients ti P R are fixed. So we have `pXm`1q “ 0, for
instance, whereas λpXm`1q “ 1{pm` 2q.

(3) Let V “ Mm,npKq, and consider the basis pEi,jq (Example 2.5.8 (3)). The cor-
responding dual basis (after choosing a linear ordering of the pair of indices pi, jq...) is
given by the pk, lq-th coefficient linear maps for 1 ď k ď m and 1 ď l ď n:

λk,lppaijq1ďi,jďnq “ ak,l.

(4) Let K “ R, and let n ě 1 be an integer and let V be the vector space of
polynomials P P RrXs with degree ď n. Then

B “ p1, X ´ 1, . . . , pX ´ 1qnq

is an ordered basis of V (to see this, note that the linear map

f

#

V Ñ V

P ÞÑ P pX ´ 1q

is an isomorphism, with inverse given by P ÞÑ P pX ` 1q, and that pX ´ 1qi “ fpX iq for
all i; since p1, X, . . . , Xnq is a basis of V , the result follows). To find the dual basis, we
must represent a polynomial P P V as a linear combination of powers of X ´ 1; this can
be done using the Taylor formula:

P pXq “ P p1q ` P 1p1qpX ´ 1q `
P 2p1q

2
pX ´ 1q2 ` ¨ ¨ ¨ `

P pnqp1q

n!
pX ´ 1qn.

From the coefficients, we see that the dual basis B˚ is given by B˚ “ pλ0, . . . , λnq where

λipP q “
P piqp1q

i!
.

Lemma 8.1.5. Let V be a vector space.
(1) Let λ P V ˚. Then λ “ 0 if and only if xλ, vy “ 0 for all v P V .
(2) Let v P V . Then v “ 0 if and only if xλ, vy “ 0 for all λ P V ˚.
(3) More generally, if v is an element of V and if W Ă V is a subspace of V such that

v R W , then there exists a non-zero linear form λ P V ˚ with λpvq ­“ 0 and W Ă Kerpλq.

Proof. (1) is the definition of the zero linear form. The assertion (2) is the special
case of (3) when W “ t0u.

To prove (3), let B0 be an ordered basis of W . Because v R W , the elements of B0

and v are linearly independent (assuming

tv `
ÿ

wPB0

tww “ 0,

we would get v P W if t were non-zero; so t “ 0, and then the linear independence of B0

shows that all tw “ 0). Let B be an ordered basis of V containing B0 and v. Now let λ be
the v-coordinate linear form associated to B (Example 8.1.2 (3)). We have λpvq “ 1 ­“ 0,
so λ is non-zero, but λpwq “ 0 if w P B0, hence W Ă Kerpλq. �

A vector space has a dual, which is another vector space, hence has also a dual. What
is it? This seems complicated, but in fact the dual of the dual space is often nicer to
handle than the dual space itself.
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Theorem 8.1.6. Let V be a vector space and V ˚ the dual space. For any v P V , the
map evv : V ˚ Ñ K defined by

evvpλq “ xλ, vy “ λpvq

is an element of pV ˚q˚. Moreover, the map ev : v ÞÑ evv is an injective linear map
V Ñ pV ˚q˚. If V is finite-dimensional, then ev is an isomorphism.

Proof. It is easy to check that evv is a linear form on V ˚. Let v P V be such that
evv “ 0 P pV ˚q˚. This means that λpvq “ 0 for all λ P V ˚, and by the lemma, this implies
v “ 0. So ev is injective. If V is finite-dimensional, we have dimpV q “ dimpV ˚q, and
therefore ev is an isomorphism (Corollary 2.8.5). �

If V is infinite-dimensional, then one can show that ev is injective but not surjective.
In particular, it is not an isomorphism. In a similar direction, we deduce the following
property:

Corollary 8.1.7. Let V be a vector space. The space V ˚ is finite-dimensional if and
only if V is finite-dimensional.

Proof. If V is finite-dimensional, then we know that V ˚ is also. Conversely, as-
sume that V ˚ is finite-dimensional. Then pV ˚q˚ is also finite dimensional, and since
Theorem 8.1.6 gives an injective linear map ev : V Ñ pV ˚q˚, we deduce that V is finite-
dimensional. �

Remark 8.1.8. Note the relation

xevv, λy “ xλ, vy,

so that if we “identify” V and pV ˚q˚ using the isomorphism of the theorem, we get a
symmetric relation

xv, λy “ xλ, vy

for λ P V ˚ and v P V .

Lemma 8.1.9. Let V be a finite-dimensional vector space and B “ pe1, . . . , enq an
ordered basis of V . The dual basis B˚˚ of the dual basis B˚ of B is the ordered basis
peveiq1ďiďn of pV ˚q˚.

If we identify V and pV ˚q˚ using v ÞÑ evv, this means that the dual of the dual basis
of B “is” the original basis B.

Proof. The vectors peve1 , . . . , evenq satisfy

xevei , λjy “ xλj, eiy “

#

1 if i “ j

0 otherwise,

for all i and j, and so by the last part of Proposition 8.1.3, peve1 , . . . , evenq is the dual
basis of B˚. �

Definition 8.1.10 (Hyperplane). Let V be a vector space. A subspace W of V is
called a hyperplane if there exists a complement of dimension 1.

If V is finite-dimensional, this means that a hyperplane is a subspace of dimension
dimpV q ´ 1.

Lemma 8.1.11. Let W Ă V be a subspace. Then W is a hyperplane if and only if
there exists a non-zero λ P V ˚ such that W “ Kerpλq.
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Proof. Suppose first that λ ­“ 0 is a linear form. Let W “ Kerpλq. Since λ ­“ 0,
there exists v0 P V such that λpv0q ­“ 0. Then the formula

v “
´

v ´
λpvq

λpv0q
v0

¯

`
λpvq

λpv0q
v0

shows that the line generated by v0 is a one-dimensional complement to W .
Conversely, let W be a hyperplane in V . Let v0 R W be fixed. There exists a linear

form λ P V ˚ with λpv0q ­“ 0 and W Ă Kerpλq (Lemma 8.1.5 (3)). Then W “ Kerpλq,
since W is a hyperplane, so that W ‘ xv0y “ V , and

λpw ` tv0q “ tλpv0q

for w P W and t P K. �

Definition 8.1.12 (Orthogonal). Let V be a vector space and W a subspace of V .
The orthogonal of W in V ˚ is the subspace

WK
“ tλ P V ˚ | xλ,wy “ 0 for all w P W u.

In other words, WK is the space of all linear forms with kernel containing W .

Proposition 8.1.13. Let V be a vector space.
(1) We have t0uK “ V ˚ and V K “ t0u.
(2) We have W1 Ă W2 if and only if WK

2 Ă WK
1 , and W1 “ W2 if and only if

WK
1 “ WK

2 .
(3) Suppose V is finite-dimensional. Then we have pWKqK “ tevw P pV

˚q˚ | w P W u
and

(8.3) dimpWK
q “ dimpV q ´ dimpW q.

The last assertion shows that if V is finite-dimensional and we identify pV ˚q˚ and V
using the isomorphism of Theorem 8.1.6, then pWKqK “ W .

Proof. (1) It is elementary that t0uK “ V ˚ (all linear forms take value 0 at 0V ) and
that V K “ t0u (only the zero linear form maps all elements of V to 0).

(2) If W1 Ă W2, then any linear form λ that is zero on W2 is also zero on W1, which
means that WK

2 is contained in WK
1 . Conversely, if W1 is not contained in W2, then there

exists w ­“ 0 in W1 and not in W2. There exists a linear form λ P V ˚ with λpwq ­“ 0 and
W2 Ă Kerpλq (lemma 8.1.5 (3)). Then λ P WK

2 but λ R WK
1 .

Since (exchanging W1 and W2) we also have W2 Ă W1 if and only if WK
1 Ă WK

2 , we
get the equality W1 “ W2 if and only if WK

1 “ WK
2 .

(3) By definition and Theorem 8.1.6, pWKqK is the set of elements evv of pV ˚q˚ such
that xevv, λy “ 0 for all λ P WK, or in other words, the space of all evv for v P V such
that xλ, vy “ 0 for all λ P WK. This condition is satisfied if v P W . Conversely, if v R W ,
there exists a linear form λ P V ˚ with λpvq ­“ 0 but W Ă Kerpλq (lemma 8.1.5 (3)). Then
λ P WK, but λpvq ­“ 0. This means that it is not the case that λpvq “ 0 for all λ P WK,
so evv R pV

KqK.
We now prove (8.3). Let W̃ be a complement of W . Let f : WK Ñ W̃ ˚ be the

restriction linear map λ ÞÑ λ|W . We claim that f is an isomorphisme: this will imply
that dimpWKq “ dimpW̃ ˚q “ dimpW̃ q “ dimpV q ´ dimpW q (by Proposition 4.1.11).

We now check the claim. First, f is injective: if fpλq “ 0, then the linear form λ
is zero on W̃ , but since λ P WK, it is also zero on W , and since W ‘ W̃ “ V , we get
λ “ 0 P V ˚.
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Now we check that f is surjective. Let µ P W̃ ˚ be a linear form. We define λ P V ˚ by

λpw ` w̃q “ µpw̃q,

which is well-defined (and linear) because W ‘ W̃ “ V . The restriction of λ to W̃
coincides with µ, so that fpλq “ µ. Hence f is surjective. �

Remark 8.1.14. In particular, from (2) we see that, for a subspace W of V , we have
W “ t0u if and only if WK “ V ˚, and W “ V if and only if WK “ t0u.

Example 8.1.15. (1) Consider for instance V “Mn,npKq for n ě 1 and the subspace

W “ tA P V | TrpAq “ 0u.

The orthogonal of W is the space of all linear forms λ on V such that λpAq “ 0 whenever
A has trace 0. It is obvious then that WK contains the trace itself Tr P V ˚. In fact, this
element generates WK. Indeed, since the trace is a surjective linear map from V to K,
we have dimpW q “ dimpKerpTrqq “ dimpV q ´ 1, and hence

dimpWK
q “ dimpV q ´ dimpW q “ dimpV q ´ pdimpV q ´ 1q “ 1.

Since Tr P WK is a non-zero element of this one-dimensional space, it is basis of WK.
(2) It is often useful to interpret elements of WK as “the linear relations satisfied by

all elements of W”. For instance, in the previous example, all elements of W satisfy the
linear relation

“the sum of the diagonal coefficients is 0”,

but they do not all satisfy

“the sum of the coefficients in the first row is 0”

(unless n “ 1, in which case the two relations are the same...) The fact that WK is
generated by the trace means then that the only linear relations satisfied by all matrices
of trace 0 are those that follow from the relation “being of trace 0”, namely its multiples
(e.g., “twice the sum of diagonal coefficients is 0”).

8.2. Transpose of a linear map

Let V1 and V2 be K-vector spaces and V ˚1 and V ˚2 their respective dual spaces. Let
f : V1 Ñ V2 be a linear map. If we have a linear form λ : V2 Ñ K, we can compose with
f to obtain a linear form λ ˝ f : V1 Ñ K. This means that to every element of V ˚2 is
associated an element of V ˚1 .

Lemma 8.2.1. The map λ ÞÑ λ ˝ f is a linear map from V ˚2 to V ˚1 .

Proof. By definition, for λ1 and λ2 in V ˚2 , and for v, w P V1 and s, t P K, we get

pptλ1 ` sλ2q ˝ fqpvq “ tλ1pfpvqq ` sλ2pfpvqq,

which is the desired linearity. �

Definition 8.2.2 (Transpose). Let V1 and V2 be K-vector spaces and V ˚1 and V ˚2
their respective dual spaces. Let f : V1 Ñ V2 be a linear map. The linear map V ˚2 Ñ V ˚1
defined by λ ÞÑ λ ˝ f is called the transpose of f , and denoted tf .

Concretely, the definition translates to:

(8.4) xp
tfqpλq, vy “ xλ, fpvqy

for all λ P V ˚2 and v P V1.

170



Example 8.2.3. (1) Let V “ Kn and f “ fA for some matrix A PMn,npKq. We will
see in Section 8.3 that tf is the linear map on V ˚ represented by the transpose matrix
tA in the dual basis of the standard basis of V .

(2) Let V be any K-vector space and let λ P V ˚. Then λ is a linear map V Ñ K,
hence the transpose of λ is a linear map tλ : K˚ Ñ V ˚. To compute it, note that a linear
map µ P K˚ “ HomKpK,Kq satisfies µptq “ tµp1q for all t P K, so that µptq “ at for
some a P K. We then get tλpµq “ µ ˝ λ, or in other words

x
tλpµq, vy “ xµ, λpvqy “ aλpvq.

This means that tλpµq “ aλ “ µp1qλ.

Proposition 8.2.4. The transpose has the following properties:
(1) For all vector spaces V , we have tIdV “ IdV ˚.
(2) The map f ÞÑ tf is a linear map

HomKpV1, V2q Ñ HomKpV
˚

2 , V
˚

1 q.

(3) For all vector spaces V1, V2 and V3 and linear maps f : V1 Ñ V2 and g : V2 Ñ V3,
we have

t
pg ˝ fq “ tf ˝ tg : V ˚3 Ñ V ˚1 .

In particular, if f is an isomorphism, then tf is an isomorphism, with inverse the trans-
pose tpf´1q of the inverse of f .

Proof. (1) and (2) are elementary consequences of the definition.
(3) Let λ P V ˚3 . We get by definition (8.4)

t
pg ˝ fqpλq “ λ ˝ pg ˝ fq “ pλ ˝ gq ˝ f “ tfpλ ˝ gq “ tfptgpλqq.

The remainder of the follows from this and (1), since for f : V1 Ñ V2 and g : V2 Ñ V1, the
condition g ˝f “ IdV1 (resp. f ˝g “ IdV2) implies tf ˝ tg “ IdV ˚1 (resp. tg ˝ tf “ IdV ˚2 ). �

Proposition 8.2.5 (Transpose of the transpose). Let V1 and V2 be K-vector spaces,
and f : V1 Ñ V2 a linear map. For any v P V , we have

p
t
p
tfqqpevvq “ evfpvq.

In other words, if V1 and V2 are finite-dimensional and if we identify pV ˚i q
˚ with Vi using

the respective isomorphisms ev : Vi Ñ pV ˚i q
˚, then the transpose of the transpose of f is

f .

Proof. The transpose of tf is defined by ptptfqqpxq “ x ˝ tf for x P pV ˚1 q
˚. Assume

that x “ evv for some vector v P V1 (recall from Theorem 8.1.6 that if V1 is finite-
dimensional, then any x P pV ˚1 q

˚ can be expressed in this manner for some unique vector
v P V1). Then x ˝ tf “ evv ˝

tf is a linear form V ˚2 Ñ K, and it is given for λ P V ˚2 by

pevv ˝
tfqpλq “ evvp

tfpλqq “ evvpλ ˝ fq “ pλ ˝ fqpvq “ λpfpvqq “ evfpvqpλq.

This means that tptfqpevvq “ evfpvq, as claimed. �

Proposition 8.2.6. Let f : V1 Ñ V2 be a linear map between vector spaces.
(1) The kernel of tf is the space of linear forms λ P V ˚2 such that Impfq Ă Kerpλq,

i.e., Kerptfq “ ImpfqK. In particular, tf is injective if and only if f is surjective.
(2) The image of tf is the space of linear forms µ P V ˚1 such that Kerpfq Ă Kerpµq,

i.e., Imptfq “ KerpfqK. In particular, tf is surjective if and only if f is injective.
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Proof. (1) To say that tfpλq “ 0 is to say that, for any v P V1, we have

xp
tfqpλq, vy “ xλ, fpvqy “ 0,

or equivalently that λpwq “ 0 if w belongs to the image of f , hence the first assertion.
Then tf is injective if and only if its kernel ImpfqK is t0u, and by Proposition 8.1.13, this
is if and only if Impfq “ V2, i.e., if and only if f is surjective.

(2) Let λ P V ˚2 and let µ “ ptfqpλq. For v P V1, we have

xµ, vy “ xλ, fpvqy,

which shows that µpvq “ 0 if fpvq “ 0, so that Kerpfq Ă Kerpµq for any µ P Imptfq.
This means that Imptfq Ă KerpfqK. Conversely, assume that µ P V ˚1 is in KerpfqK. Let
W Ă V2 be the image of f , and let W̃ be a complement of W in V2. Any v P V2 can be
written uniquely v “ w ` w̃ where w P W and w̃ P W̃ . There exists v1 P V1 such that
w “ fpv1q. We claim that the map

λ : v ÞÑ µpv1q

is well-defined, and is an element of V ˚2 such that ptfqpλq “ µ. To see that it is well-
defined, we must check that λpvq is independent of the choice of v1 such that fpv1q “ w.
But if v11 is another such element, we have fpv1 ´ v11q “ 0, hence v1 ´ v11 is in the kernel
of f , and consequently (by the assumption µ P KerpfqK) in the kernel of µ, so that
µpv1 ´ v

1
1q “ 0.

Since λ is well-defined, it follows easily that it is linear (left as exercise). So λ P V ˚2 .
Also, it follows that λpfpvqq “ µpvq for all v P V1, since for the vector fpvq P V2, we can
take v1 “ v itself to define λpfpvqq. Now we get for all v P V1 the relation

xp
tfqpλq, vy “ xλ, fpvqy “ µpvq,

so that tf “ µ, as desired.
Finally, this result shows that tf is surjective if and only if KerpfqK “ V ˚1 , i.e., if and

only if Kerpfq “ t0u by Proposition 8.1.13. �

Remark 8.2.7. We can deduce prove (2) from (1) in the finite-dimensional case by
duality: identifying Vi and V ˚˚i , we have

KerpfqK “ KerpttfqK “ pImptfqKqK “ Imptfq,

where we used the identification of Proposition 8.2.5, then applied (1) to tf , and then
the identification from Proposition 8.1.13 (3).

Example 8.2.8. As in Example 8.1.15 (1), consider V “Mn,npKq and the linear map
Tr: V Ñ K. From Example 8.2.3 (2), the image of tTr is the set of linear forms of the
type aTr for some a P K, which means that it is the space generated by the trace. Hence
KerpTrqK “ ImptTrq is one-dimensional and generated by the trace, which recovers the
result of the example.

Corollary 8.2.9. Let f : V1 Ñ V2 be a linear map between finite-dimensional vector
spaces. We have dim Kerptfq “ dimpV2q´rankpfq and rankptfq “ dimpV1q´dim Kerpfq “
rankpfq.

Proof. We prove the first assertion. We have, by the previous proposition, Kerptfq “
ImpfqK. From Proposition 8.1.13 (3), we then deduce

dimpKerptfqq “ dimpImpfqKq “ dimpV2q ´ dimpImpfqq.
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To prove the second assertion, we use duality: we apply the formula to tf instead of
f , and get

rankptptfqq “ dimpV ˚2 q ´ dim Kerptfq.

But Proposition 8.2.5 shows that the rank of tptfq is the same as the rank of f . So we
get

dim Kerptfq “ dimpV ˚2 q ´ rankpfq,

as claimed. �

8.3. Transpose and matrix transpose

Lemma 8.3.1. Let V1 and V2 be finite-dimensional vector spaces with ordered bases
B1 and B2 and dimpV1q “ n, dimpV2q “ m. Let B˚i be the dual bases of the dual spaces.
If f : V1 Ñ V2 is a linear map and A “ Matpf ;B1, B2q, then we have A “ paijqi,j with

aij “ xµi, fpejqy

for 1 ď i ď m and 1 ď j ď n.

Proof. We write B1 “ pe1, . . . , enq, B2 “ pf1, . . . , fmq and B˚1 “ pλjq1ďjďn, B˚2 “
pµiq1ďiďm. Let A “ Matpf ;B1, B2q “ paijq1ďiďn. The columns of A are the vectors fpejq
for 1 ď j ď n, which means that

fpejq “
n
ÿ

i“1

aijfi.

If we compare with the definition of the dual basis, this means that

aij “ xµi, fpejqy.

�

Proposition 8.3.2. Let V1 and V2 be finite-dimensional vector spaces with ordered
bases B1 and B2. Let B˚i be the dual bases of the dual spaces. If f : V1 Ñ V2 is a linear
map then we have

Matptf ;B˚2 , B
˚
1 q “

tMatpf ;B1, B2q.

Proof. We write B1 “ pe1, . . . , enq, B2 “ pf1, . . . , fmq and B˚1 “ pλjq, B
˚
2 “ pµjq.

Let A “ Matpf ;B1, B2q “ paijq. By the previous lemma, we know that

aij “ xµi, fpejqy.

On the other hand, if we apply this to tf and to A1 “ Matptf ;B˚2 , B
˚
1 q “ pbjiq, using

the fact that the dual basis of B˚1 is pevejq and that of B˚2 is pevfiq (Lemma 8.1.9), we get

bji “ xevej ,
tfpµiqy “ x

tfpµiq, ejy “ xµi, fpejqy “ aij.

This means that A1 is the transpose of the matrix A. �

Corollary 8.3.3. Let V be a finite-dimensional vector space and f P EndKpV q.
Then detptfq “ detpfq and Trptfq “ Trpfq.

Proof. This follows from the fact that one can compute the determinant or the
trace of tf with respect to any basis of V ˚, by combining the proposition with Proposi-
tion 3.4.10. �

We then recover “without computation” the result of Proposition 5.1.1 (1).

Corollary 8.3.4. Let n,m, p ě 1 and A PMm,npKq, B PMp,mpKq. Then
t
pBAq “ tAtB PMp,npKq.
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Proof. Let Bm, Bn, Bp denote the standard bases of Km, Kn and Kp respectively,
and let B˚m, B˚n, and B˚p denote the dual bases.

We compute

t
pBAq “ MatptfBA;B˚p , B

˚
nq “ MatptpfB ˝ fAq;B

˚
p , B

˚
nq

“ MatptfA ˝
tfB;B˚p , B

˚
nq “ MatptfA;B˚m, B

˚
nqMatptfB;B˚p , B

˚
mq

“
tMatpfA;Bn, Bmq

tMatpfB;Bm, Bpq “
tAtB,

using the last proposition and Proposition 8.2.4 (2). �

Corollary 8.3.5 (Row rank equals column rank). Let A P Mm,npKq be a matrix.
The dimension of the subspace of Kn generated by the columns of A is equal to the
dimension of the subspace of Km generated by the rows of A.

Proof. Denote again Bm (resp. Bn) the standard basis of Km (resp. Kn) and B˚m
(resp. B˚n) the dual basis. The dimension r of the subspace of Km generated by the rows
of A is the rank of the transpose matrix tA. Since tA “ MatptfA;B˚m, B

˚
nq, it follows that

r is the rank of tfA (Proposition 2.11.2 (2)). By Corollary 8.2.9, this is the same as the
rank of fA, which is the dimension of the subspace of Kn generated by the columns of
A. �
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CHAPTER 9

Fields

It is now time to discuss what are fields precisely. Intuitively, these are the sets of
“numbers” with operations behaving like addition and multiplication so that all1 the
results of linear algebra work equally well for all fields as they do for Q, R or C (except
for euclidean or unitary spaces).

9.1. Definition

Definition 9.1.1 (Field). A field K is a set, also denoted K, with two special
elements 0K and 1K, and two operations

`K : px, yq ÞÑ x`K y, ¨K : px, yq ÞÑ x ¨K y

from KˆK to K, such that all of the following conditions hold:

(1) 0K ­“ 1K (so a field has at least 2 elements);
(2) For any x P K, we have x`K 0K “ 0K `K x “ x;
(3) For any x and y in K, we have

x`K y “ y `K x;

(4) For any x, y and z in K, we have

x`K py `K zq “ px`K yq `K z;

(5) For any x in K, there exists a unique element denoted ´x such that

x`K p´xq “ p´xq `K x “ 0K;

(6) For any x P K, we have x ¨K 0K “ 0K ¨K x “ 0K and x ¨K 1K “ 1K ¨K x “ x;
(7) For any x and y in K, we have

x ¨K y “ y ¨K x;

(8) For any x, y and z in K, we have

x ¨K py ¨K zq “ px ¨K yq ¨K z;

(9) For any x in K´ t0u, there exists a unique element denoted x´1 in K such that

x ¨K x´1
“ x´1

¨K x “ 1K;

(10) For any x, y and z in K, we have

x ¨K py `K zq “ x ¨K y ` x ¨K z, px`K yq ¨K z “ x ¨K z ` y ¨K z.

Example 9.1.2. (1) One can immediately see that, with the usual addition and
multiplication, the sets Q, R and C satisfy all of these conditions. On the other hand,
the set Z (with the usual addition and multiplication) does not : condition (9) fails for
x P Z, except if x “ 1 or x “ ´1, since the inverse of an integer is in general a rational
number that is not in Z.

1 Or almost all: we will see that there are very few exceptions.
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(2) The simplest example of a field different from Q, R or C is the following: we take
the set F2 “ t0, 1u, and we define ` and ¨ according to the following rules:

+ 0 1
0 0 1
1 1 0

¨ 0 1
0 0 0
1 0 1

Note that these are easy to remember for at least two reasons: (1) if one takes the
convention that 0 represents “even integers” and 1 represents “odd integers”, then the
result always give the parity of the sum or the product of integers with the given parity;
(2) since only the elements 0 and 1 occur, the conditions (2) and (6) in the definition of
a field determine all the rules, except 1` 1 “ 0. But condition (5) implies that we must
have ´1 “ 1 if the field has only two elements 0 and 1 (because (2) shows that 0 does
not work as opposite of 1), and therefore 1` 1 “ 0.

It is not difficult to check that F2 is a field with these definitions of addition and
multiplication.

(3) Let

K “ tz “ x` iy P C | x P Q and y P Qu.

This is a subset of C, containing Q, and it is not difficult to see that it is a field with
the addition and multiplication of complex numbers. Indeed, the main points are that
z1 ` z2 and z1z2 are in K if both z1 and z2 are in K (which follow immediately from
the definition of addition and multiplication), and that if z ­“ 0 is in K, then the inverse
z´1 P C of z is also in K, and this is true because if z “ x` iy, then

z´1
“

x´ iy

x2 ` y2

has rational real and imaginary parts. Most conditions are then consequences of the fact
that addition and multiplication of complex numbers are known to satisfy the properties
required in the definition. This fields is called the field of Gaussian numbers and is
denoted K “ Qpiq.

(4) Let

K “

!P pπq

Qpπq
P R | P P QrXs, Q P QrXs and Qpπq ­“ 0u.

This set is a subset of R. It is a field, when addition and multiplication are defined as
addition and multiplication of real numbers. Again, the main point is that the sum or
product of two elements of K is in K, because for instance

P1pπq

Q1pπq
`
P2pπq

Q2pπq
“
P1pπqQ2pπq ` P2pπqQ1pπq

Q1pπqQ2pπq
,

and we have pQ1Q2qpπq ­“ 0. This field is denoted Qpπq.

Remark 9.1.3. If ´1K denotes the opposite of the element 1K in a field, then we
have

´xK “ p´1Kq ¨ x

for any x P K.

A very important property following from the definition is that if x ¨K y “ 0K, then
either x “ 0K or y “ 0K (or both); indeed, if xK ­“ 0K, then multiplying on the left by
x´1, we obtain:

x´1
¨K px ¨K yq “ x´1

¨K 0K “ 0K
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by (6), and using (8), (9) and (6) again, this becomes

0K “ px
´1
¨K xq ¨ y “ 1K ¨ y “ y.

9.2. Characteristic of a field

Let K be a field. Using the element 1K and addition we define by induction

2K “ 1K ` 1K, . . . nK “ pn´ 1qK ` 1K

for any integer n ě 1, and

nK “ ´pp´nqKq “ p´1Kq ¨ nK

for any integer n ď 0. It follows then that

pn`mqK “ nK `K mK, pnmqK “ nK ¨K mK

for any integers n and m in Z.
Two cases may occur when we do this for all n P Z: either the elements nK are

non-zero in K whenever n ­“ 0; or there exists some non-zero integer n P Z such that
nK “ 0K.

In the first case, one says that K is a field of characteristic zero. This is the case for
K “ Q, or R or C.

The second case seems surprising at first, but it may arise: for K “ F2, we have
2K “ 1K ` 1K “ 0. When this happens, we say that K has positive characteristic.

Suppose now that K has positive characteristic. Consider the set I of all integers
n P Z such that nK “ 0K. This is then a subset of Z that contains at least one non-zero
integer. This set has the following properties:

(1) We have 0 P I;
(2) If n and m are elements of I, then n`m is also in I;
(3) If n is in I, then ´n P I.
(4) Consequently, by induction and using the previous property, if n is in I and

k P Z, then kn P I.

Since I contains at least one non-zero integer, (3) shows that there exists an integer
n ě 1 in I. It follows that there is a smallest integer k ě 1 in I. Then, by (4), all
multiples qn of n are in I, for q P Z. Consider then an arbitrary n P I. By division with
remainder, we can express

n “ qk ` r

where q and r are in Z and 0 ď r ď k ´ 1. Since k P I and n P I, then the properties
above show that r “ n ´ qk is also in I. But since 0 ď r ď k ´ 1, and k is the smallest
positive integer in I, this is only possible if r “ 0. This means that n “ qk.

What this means is that if k is as defined above, we have

I “ tqk | q P Zu.

The integer k is not arbitrary: it is a prime number, which means that k ě 2 and has no
positive integral divisor except 1 and k. Indeed, first we have k ­“ 1 because 0K ­“ 1K.
Next, assume that k “ ab where a and b are positive integers. Then

0K “ kK “ aK ¨K bK,

and therefore, from the properties of fields, either aK “ 0 or bK “ 0, or in other words,
either a P I or b P I. Since I is the set of multiples of k and a and b are non-zero, this
means that either a or b is divisible by k. But then the equation ab “ k is only possible
if the other is equal to 1, and that means that k is prime.
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Definition 9.2.1 (Characteristic of a field). The characteristic of a field K is
either 0, if nK ­“ 0 for all n P Z, or the prime number p such that nK “ 0 if and only if
n “ pm is a multiple of p.

Example 9.2.2. (1) The fields Q, R, C, Qpiq and Qpπq are all fields of characteristic
0.

(2) The characteristic of F2 is 2. One can show that, for any prime number p, there
exist fields of characteristic p; some are finite, and some are infinite (in particular, it is
not true that all infinite fields are of characteristic 0).

9.3. Linear algebra over arbitrary fields

From now, we denote by K an arbitrary field, and we denote simply 0 “ 0K, 1 “ 1K

and write the addition and multiplication without subscripts K. We can then look back
to the definition 2.3.1 of a vector space and see that it involves no further data concerning
K than the elements 0 and 1 (see (2.3)), and the addition and multiplication (for instance
in (2.6) and (2.8). In other words, the definition does make sense for any field.

We denote by p the characteristic of K, which is either 0 or a prime number p ě 2.
The whole developpment of linear algebra is then independent of the choice of field, with
very few exceptions, which we now indicate:

‚ Remark 3.1.5 (which states that a multilinear map f on V n is alternating if and
only if

(9.1) fpv1, . . . , vnq “ ´fpv1, . . . , vi´1, vj, vi`1, . . . , vj´1, vi, vj`1, . . . , vnq

whenever 1 ď i ­“ j ď n) holds only when the characteristic is not equal to 2.
Indeed, if K “ F2, for instance, then since 1`1 “ 0 in K, we have 1 “ ´1 in K,
and the condition (9.1) always holds. Conversely, if the characteristic is not 2,
then 2 “ 1` 1 ­“ 0 in K, and therefore has an inverse 1{2, so that the condition

2fpv1, . . . , vnq “ 0

coming from (9.1) if vi “ vj with i ­“ j implies fpv1, . . . , vnq “ 0 if vi “ vj.
‚ Proposition 4.4.3 is also only valid for fields of characteristic different from 2,

since the proof uses a division by 2 (see (4.4)). Indeed, if K “ F2, the endomor-
phism fA P EndF2pF

2
2q given by the matrix

A “

ˆ

1 1
0 1

˙

is an involution, since

A2
“

ˆ

1 1
0 1

˙ˆ

1 1
0 1

˙

“

ˆ

1 1` 1
0 1

˙

“ 12

(in M2,2pF2q) and it is not diagonalizable.
‚ The most delicate issue is that if the field K is finite (which implies that the

characteristic is not zero), then the definition of polynomials (and therefore the
construction of the characteristic polynomial) requires some care. We discuss
this in the next section.

‚ Properties that require the existence of an eigenvalue for an endomorphism of
a finite-dimensional vector space of dimension 1 (e.g., the Jordan Normal Form
as in Theorem 7.1.8) are only applicable if all polynomials of degree ě 1 with
coefficients in K (as defined precisely in the next section) have a root in K –
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such fields are called algebraically closed, and C is the standard example of such
field.

9.4. Polynomials over a field

Let K be an arbitrary field. When K is Q or R or C, we have viewed polynomials
with coefficients in K as a function P : K Ñ K such that there exist an integer d ě 0
and coefficients

a0, . . . , ad

in K with

P pxq “ a0 ` a1x` ¨ ¨ ¨ ` adx
d

for all x P K. This definition is reasonable because the power functions x ÞÑ xi are linearly
independent, which means that the function P determines uniquely the coefficients ai.

This property is not true any more for finite fields. For instance, consider K “ F2.
Then consider the functions from F2 to F2 defined by

P1pxq “ x2, P2pxq “ x.

These do not have the same coefficients, but P1p0q “ P2p0q “ 0 and P1p1q “ P2p1q “ 1,
so that the functions are identical.

This behavior is not what we want, in particular because it leads to a considerable
loss of information. So one defines polynomials more abstractly by identifying them with
the sequence of coefficients. To do this, we make the following definition:

Definition 9.4.1 (Polynomial). Let K be a field. A polynomial P with coefficients
in K and in one indeterminate X is a finite linear combination of “symbols” X i for
i integer ě 0, which are linearly independent over K. Polynomials are added in the
obvious way, and multiplied using the rule

X i
¨Xj

“ X i`j

together with the commutativity rule P1P2 “ P2P1, the associativity rule P1pP2P3q “

pP1P2qP3 and the distributivity rule P1pP2 ` P3q “ P1P2 ` P1P3.
The set of all polynomials with coefficients in K is denoted KrXs. It is a K-vector

space of infinite dimension with

t ¨
d
ÿ

i“0

aiX
i
“
ÿ

i

ptaiqX
i

for t P K and
´

ÿ

i

aiX
i
¯

`

´

ÿ

i

biX
i
¯

“
ÿ

i

pai ` bjqX
i,

where only finitely many coefficients are non-zero. One often writes simply a0 instead of
a0X

0 for a0 P K.
Let P P KrXs be a non-zero polynomial. The degree of P , denoted degpP q, is the

largest integer i ě 0 such that the coefficient of X i is non-zero.

An abstract formula for the product is simply
´

ÿ

i

aiX
i
¯

¨

´

ÿ

i

biX
i
¯

“
ÿ

i

ciX
i,

where

ci “
ÿ

j`k“i

ajbk
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(both j and k ranging over integers ě 0, which means that j ď i and k ď i, so the sum
is a finite sum).

Example 9.4.2. (1) The degree of P “ a0 is equal to 0 for all a0 ­“ 0, but is not
defined if a0 “ 0.

(2) Consider the polynomial P “ X2 ` X ` 1 in F2rXs of degree 2 (note that the
corresponding function is 0 ÞÑ 1 and 1 ÞÑ 1, but it is not a constant polynomial, which
would be of degree 0).

We have

P 2
“ pX2

`X ` 1qpX2
`X ` 1q “

X4
`X3

`X2
`X3

`X2
`X `X2

`X ` 1 “ X4
` 1

because X3 `X3 “ 2X3 “ 0 in F2rXs and similarly X2 `X2 “ 0 and X `X “ 0.

Lemma 9.4.3. The degree of P1 ` P2 is ď maxpdegpP1q, degpP2qq, if P1 ` P2 ­“ 0; the
degree of P1P2 is degpP1q ` degpP2q if P1 and P2 are non-zero.

Proof. We leave the case of the sum as exercise. For the product, if P1 and P2 are
non-zero, we write

P1 “ adX
d
` ¨ ¨ ¨ ` a1X ` a0, P2 “ beX

e
` ¨ ¨ ¨ ` b1X ` b0

where d “ degpP1q ě 0 and e “ degpP2q ě 0, so that ad ­“ 0 and be ­“ 0 by definition. If
we compute the product, we obtain

P1P2 “ adbeX
d`e
` padbe´1 ` ad´1beqX

d´1
` ¨ ¨ ¨

where adbe ­“ 0 (as a product of two non-zero elements of K!). Hence degpP1P2q “

d` e. �

Definition 9.4.4 (Polynomial function). Let P P KrXs be a polynomial, with

P “ a0 ` a1X ` ¨ ¨ ¨ ` adX
d.

The associated polynomial function P̃ is the function K Ñ K defined by

P̃ pxq “ a0 ` a1x` ¨ ¨ ¨ ` adx
d.

We often write simply P pxq “ P̃ pxq.

Lemma 9.4.5. The map P ÞÑ P̃ from KrXs to the vector space V of all functions

K Ñ K is linear and satisfies ĆP1P2 “ P̃1P̃2. It is injective if and only if K is infinite.

Proof. The linearity and the assertion ĆP1P2 “ P̃1P̃2 are elementary – they come
essentially from the fact that both the powers X i of the indeterminate and the powers xi

of a fixed element of K satisfy the same rules of multiplication (exponents are added).
To prove the other assertion, we will show the following: if P ­“ 0, then the number

NP of x P K such that P̃ pxq “ 0 is at most the degree of P . This will show that the map
P ÞÑ P̃ is injective if K is infinite.

We proceed by induction on the degree of P . If the degree is 0, then P “ a0 with
a0 ­“ 0, and hence P̃ pxq “ a0 ­“ 0 for all x P K, so the number NP is 0 “ degpP q in that
case.

Now assume that P has degree d ě 1 and that NQ ď degpQq for all non-zero polyno-
mials Q of degree ď d´ 1. Write

P “ adX
d
` ¨ ¨ ¨ ` a1X ` a0
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with ad ­“ 0. If NP is zero, then obviously NP ď d, so we assume that NP ě 1. This
means that there exists x0 P K such that P̃ px0q “ 0. We may assume that x0 “ 0 (by
replacing P by

P1 “

d
ÿ

i“0

aipX ` x0q
i,

otherwise, since P̃1pxq “ 0 if and only if P̃ px ` x0q “ 0, so that NP “ NP1). But
P̃ p0q “ a0 “ 0 means that

P “ a1X ` ¨ ¨ ¨ ` adX
d
“ Xpa1 ` ¨ ¨ ¨ ` adX

d´1
q “ XQ

where Q has degree d ´ 1. Then P̃ pxq “ 0 if and only if either x “ 0 or Q̃pxq “ 0.
Therefore NP ď 1`NQ1 ď 1` d´ 1 “ d by induction.

For the converse, if K is finite, define

P “
ź

xPK

pX ´ xq P KrXs.

This is a polynomial of degree CardpKq, in particular non-zero. But for any x P K, we
have P̃ pxq “ 0, so that P̃ “ 0. �

A “proper” definition of the characteristic polynomial of a matrix A P Mn,npKq can
then be given as follows: (1) KrXs can be seen as a subset of a field KpXq, with elements
the fractions P {Q where P and Q are polynomials with Q ­“ 0, and the “obvious” addition
and multiplication of such fractions, which moreover satisfy P1{Q1 “ P2{Q2 if and only
if P1Q2 “ P2Q1; (2) the polynomial X “ X{1 belongs to KpXq, and so X ¨ 1n ´ A is a
matrix in Mn,npKpXqq; as such, it has a determinant, which is an element of KpXq, and
one can check that in fact this determinant belongs to KrXs. This is the characteristic
polynomial of A.

Example 9.4.6. Consider K “ F2 and

A “

¨

˝

1 0 1
0 1 1
1 1 0

˛

‚PM3,3pKq.

To compute the characteristic polynomial of A in practice, we write the usual determinant
with the “indeterminate” X and then we compute it by the usual rules, e.g., the Leibniz
formula: since ´1 “ `1 and 2 “ 0 in K, we get

charApXq “

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

X ` 1 0 1
0 X ` 1 1
1 1 X

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

“ XpX ` 1q2 ` 0` 0´ pX ` 1q ´ pX ` 1q ´ 0

“ XpX2
` 1q “ X3

`X.

We finish with a fundamental result about polynomials:

Theorem 9.4.7 (Euclidean division for polynomials). Let K be a field, let P1 and P2

be polynomials in KrXs with P2 ­“ 0. There exist a unique pair pQ,Rq of polynomials in
KrXs such that R is either 0 or has degree ă degpP1q, and such that

P2 “ QP1 `R.

One says that Q is the quotient and that R is the remainder in the euclidean division
of P2 by P1.
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Proof. We first prove the existence. For this purpose, we use induction with respect
to the degree of P2. If P2 “ 0 or if 0 ď degpP2q ă degpP1q, then we may define Q “ 0
and R “ P2.

Now assume that degpP2q “ d ě degpP1q “ e and that the result holds for polynomials
of degree ď d´ 1. We write

P2 “ aeX
e
` ¨ ¨ ¨ ` a1X ` a0, ae ­“ 0,

and
P1 “ bdX

d
` ¨ ¨ ¨ ` b1X ` b0, bd ­“ 0.

Since d ě e, the polynomial

P3 “ P1 ´
bd
ae
Xd´eP2

is well-defined. We have

P3 “ bdX
d
` ¨ ¨ ¨ ` b0 ´

´

bdX
d
`
bdae´1

ae
Xd´1

` ¨ ¨ ¨

¯

which shows that P3 “ 0 or degpP3q ď d ´ 1. By induction, there exist Q3 and R3 such
that R3 “ 0 or has degree ă degpP2q and

P3 “ P2Q3 `R3.

It follows that

P1 “ P2Q3 `R3 `
bd
ae
Xd´eP2 “

´

Q3 `
bd
ae
Xd´e

¯

P2 `R3

which is of the desired form with R “ R3 and Q “ Q3 ` bda
´1
e Xd´e.

We now prove the uniqueness. Assume that

P1 “ QP2 `R “ Q1P2 `R
1

with R and R1 either 0 or with degree ă degpP2q. We then get

P2pQ´Q
1
q “ R1 ´R.

But the left-hand side is either 0 or a polynomial of degree ă degpP2q, whereas the right-
hand side is either 0 or a polynomial of degree degpP2q ` degpQ´Q1q ě degpP2q. So the
only possibility is that both sides are 0, which means that R “ R1 and Q “ Q1. �

Example 9.4.8. In practice, one can find Q and R by successively cancelling the
terms of higher degree, as done in the proof. For instance, with

P1 “ X5
´ 12X4

`X2
´ 2, P2 “ X2

`X ´ 1,

we get

P1 “ X5
´ 12X4

`X2
´ 2 “ X3

pX2
`X ´ 1q ´ 13X4

`X3
`X2

´ 2

“ pX3
´ 13X2

qpX2
`X ´ 1q ` 14X3

´ 12X2
´ 2

“ pX3
´ 13X2

` 14XqpX2
`X ´ 1q ´ 26X2

` 14X ´ 2

“ pX3
´ 13X2

` 14X ´ 26qpX2
`X ´ 1q ` 40X ´ 28

so that Q “ X3 ´ 13X2 ` 14X ´ 26 and R “ 40X ´ 28.
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CHAPTER 10

Quotient vector spaces

What we will discuss in this chapter is an example of one of the most important
general construction in algebra (and mathematics in general), that of quotient sets modulo
an equivalence relation. The idea involved is, in some sense, very simple, but is often
considered quite abstract. We will focus on the special case of vector spaces where
some geometric intuition may help understand what is happening. In turn, this helps
understanding the general case.

In all this chapter, K is an arbitrary field.

10.1. Motivation

We will first present the general idea in a very special case. We consider K “ R and
the real vector space V “ R2. Let W Ă V be a one-dimensional subspace, namely a line
through the origin. We will explain what is the quotient vector space V {W .

We define first a set X as the set of all lines in R2 parallel to W , where lines do not
necessarily pass through the origin. So an element of X is a subset of V . There is an
obvious map p from V to X: to every point x P R2, we associate the line ppxq that is
parallel to W and passing through x; it is an axiom of euclidean geometry that such a line
exists and is unique, and below we will check this algebraically. Note that p is surjective,
since if ` P X is any line parallel to W , we obtain ppxq “ ` for any point x that belongs
to `.

We will show that there is on the set X a unique structure of R-vector space such
that the map p : V Ñ X is a linear map.

In order to do this, in a way that will allow us to generalize the construction easily
to any vector space V with subspace W , we begin by describing X and the map p more
algebraically. Let v0 ­“ 0 be a vector generating the line W . This means that

W “ ttv0 | t P Ru.

For v1 P R2, the line ` “ ppv1q parallel to W and passing through v1 is the subset

` “ tv P R2
| v “ v1 ` w for some w P W u “ tv1 ` tv0 | t P Ru Ă R2.

Example 10.1.1. Suppose that W is the horizontal axis, which means that we can

take v0 “

ˆ

1
0

˙

. Then the elements of X are horizontal lines. For any v1 “

ˆ

x1

y1

˙

, the

horizontal line through v1 is

!

ˆ

x
y1

˙

| x P R
)

“

!

ˆ

x1

y1

˙

` px´ x1q

ˆ

1
0

˙

| x P R
)

“

!

ˆ

x1

y1

˙

` t

ˆ

1
0

˙

| t P R
)

.

To define a vector space structure on X, we need to define the zero vector 0X , and
the addition `X and multiplication ¨X of a real number with an element of X. Asking
that the map p is linear will tell us that there is only one possibility.
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W

Figure 10.1. The red lines are non-zero elements of X, the blue line is
the zero vector in X

To begin with, we must have 0X “ pp0q, since p is linear; that means that 0X must
be the line parallel to W through the origin, in other words, that we must have 0X “ W ,
seen as an element of X.

Now consider addition. If `1 and `2 are elements of X, we can find v1 and v2 in R2

such that `1 “ ppv1q and `2 “ ppv2q (in other words, v1 is a point on `1, and v2 is a point
on `2). Since p should be linear we must have

`1 `X `2 “ ppv1q `X ppv2q “ ppv1 ` v2q,

or in other words: `1 `X `2 must be the line parallel to W through the vector v1 ` v2 in
R2.

Similarly, consider ` P X and t P R. If v P R2 is an element of `, so that ` “ ppvq, we
must have

t ¨X ` “ t ¨X ppvq “ pptvq,

which means that the product t ¨X ` should be the line parallel to W through the vector
tv.

This reasoning tells us that there is at most one vector space structure on X for
which p is linear. It does not yet say that it exists, because the definitions of addition
and multiplication that it suggests might not be well-defined. The point (say for addition)
is that there are many choices of vectors v1 and v2 in `1 and `2 respectively. It could then
be that if we chose other points w1 and w2, the line parallel to W through w1`w2 would
be different from the line parallel to W through v1 ` v2; this would be a contradiction,
since we saw that either of them is supposed to be `1 `X `2.

We now show that this does not happen. So suppose w1 P `1 and w2 P `2 are arbitrary.
By the description above, the line in X through w1 ` w2 is

tw1 ` w2 ` tv0 | t P Ru,
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W
`1

`2

`1 ` `2

v1
v2

v1 ` v2

Figure 10.2. The sum of `1 and `2

and the line through v1 ` v2 is

ppv1 ` v2q “ tv1 ` v2 ` tv0 | t P Ru.

To show that these lines are identical, it suffices to check that they contain a common
point, since they are parallel. We will show that indeed w1`w2 P ppv1` v2q. For this we
know that w1 is in the line `1 in X through v1; this means that

w1 P tv1 ` tv0 | t P Ru,

or in other words, that there exists a P R such that w1 “ v1` av0. Similarly, there exists
b P R such that w2 “ v2` bv0. It follows that w1`w2 “ v1`v2`pa` bqv0, which belongs
to ppv1 ` v2q.

In other words, we have constructed a well-defined map

`X : X ˆX Ñ X

such that

(10.1) ppv1q `X ppv2q “ ppv1 ` v2q.

The definition is as above: the sum of two lines `1 and `2 in X is the line parallel to W
passing through the sum v1 ` v2 of v1 P `1 and v2 P `2, this definition being independent
of the choice of v1 in `1 and v2 P `2.

A similar reasoning applies to the product of t P R with ` P X. Recall that it should
be the line in X passing through tv, and the question is whether this is well-defined:
what happens if we replace v P ` by another point w in `? The answer is that since w
belongs to the line in X through v, we have w “ v ` av0 for some a P R, and therefore
tw “ tv ` atv0, which shows that pptwq “ pptvq. Therefore the map

¨X : RˆX Ñ X

is well-defined and satisfies

(10.2) pptvq “ t ¨X ppvq
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for t P R and v P R2.
It now remains to check that X, with the zero vector 0X “ W and the addition and

multiplication just defined, is indeed a vector space according to Definition 2.3.1. This
is the case, and all axioms are verified in the same manner: by writing the points of X
as ppvq for some v P R2, by using the vector space properties of R2, and then using the
fact that addition and multiplication have been constructed so that the map p : R2 Ñ X
preserves addition and multiplication (by (10.1) and (10.2)).

For instance, let us check (2.8). Fix first t P R and `1, `2 in X. Write `i “ ppviq.
Then

t ¨X p`1 `X `2q “ t ¨X pppv1q `X ppv2qq “ t ¨X ppv1 ` v2q

“ pptpv1 ` v2qq “ pptv1 ` tv2q “ pptv1q `X pptv2q

“ t ¨X ppv1q `X t ¨X ppv2q “ t ¨X `1 `X t ¨X `2,

which is the first part of (2.8). If t1 and t2 are in R and ` “ ppvq in X, then

pt1 ` t2q ¨X ` “ pt1 ` t2q ¨X ppvq “ pppt1 ` t2qvq “ ppt1v ` t2vq

“ ppt1vq `X ppt2vq “ t1 ¨X ppvq `X t2 ¨X ppvq “ t1 ¨X ``X t2 ¨X `,

which establishes the second part of (2.8).
All remaining conditions are proved in the same way, and we leave them as exercises.

And finally, from (10.1) and (10.2), we next see that p : V Ñ X is a linear map with
respect to this vector space structure on X.

Before we continue to the general case, now that we now that X is a vector space, and
p : R2 Ñ X is a surjective linear map, we can ask what is the kernel of p? By definition,
this is the space of all v P R2 such that ppvq “ 0X “ W , which means the space of all v
so that the line parallel to W through v is W itself. This means that Kerppq “ W .

The vector space we just constructed is called the quotient space of V by W and
denoted V {W (“V modulo W”), and the linear map p the canonical surjection of V to
V {W . One should always think of these are coming together.

Note that since p : V Ñ V {W is surjective, we have

dimpV {W q “ dimpV q ´ dim Kerppq “ dimpV q ´ dimpW q “ 1.

10.2. General definition and properties

We now consider the general case. Let K be any field, V a vector space over K
and W Ă V a subspace. To generalize the discussion from the previous section, we first
explain the meaning of “affine subspace parallel to W”, and the crucial property of these
subspaces that generalizes the parallel axiom for lines in plane.

Definition 10.2.1 (Affine space). Let V be a vector space. An affine subspace A
of V is a subset of V of the form

AW,v0 “ tv P V | v “ v0 ` w for some w P W u

for some vector subspace W Ă V and some v0 P V . The dimension of AW,v0 is defined
to be the dimension of W . We then say that the affine subspace A is parallel to W .

If A is an affine subspace of V , then the corresponding vector subspace is uniquely
determined by A. Indeed, if A “ AW,v0 , then

W “ tv ´ v0 | v P Au.

We call W the vector subspace associated to the affine subspace A.
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The crucial property is the following:

Lemma 10.2.2. Let V be a K vector space and W a vector subspace of V . Then any
v P V belongs to a unique affine subspace parallel to W , namely AW,v. In particular, two
parallel affine subspaces A1 and A2 are either equal or have empty intersection.

Proof. Since v P AW,v, any v P V belongs to some affine subspace parallel to W . We
then need to show that it belongs to only one such affine subspace. But assume v P AW,v1
for some v1 P V . This means that v “ v1 ` w0 for some w0 P W . But then for any w in
W , we get

v ` w “ v1 ` pw ` w0q P AW,v1 , v1 ` w “ v ` pw ´ w0q P AW,v,

which means that in fact AW,v “ AW,v1 . So v belongs only to the affine subspace AW,v
parallel to W . �

Now we define a map p : V Ñ X by ppvq “ AW,v, which is therefore the unique affine
subspace of V parallel to W containing v. Note that p is surjective since any affine
subspace A parallel to W contains some point v, which then satisfies ppvq “ A.

We will now define a new vector space X and a linear map p : V Ñ X as follows:

‚ The set X is the set of all affine subspaces of V parallel to W ;
‚ The zero element of X is the affine subspace AW,0 “ W ;
‚ The sum of AW,v1 and AW,v2 in X is AW,v1`v2 ;
‚ The product of t P K and AW,v P X is AW,tv P X;

and we will check that p : V Ñ X is linear, and that its kernel is equal to W .
To check that this makes sense we must first check that the operations we defined

make sense (namely, that AW,v1`v2 is independent of the choice of vectors v1 and v2 in
the respective affine subspaces AW,v1 and AW,v2 , and similarly for the product), and then
that p is linear. These checks will be exactly similar to those in the previous section, and
justify the following definition:

Definition 10.2.3 (Quotient space). The vector space X is denoted V {W and called
the quotient space of V by W . The linear map p : V Ñ V {W is called the canonical
surjection from V to V {W .

Proof of the assertions. We begin by checking that the addition on X is well-
defined. Let A1 and A2 be two affine subspaces parallel to W . Let v1 and w1 be two
elements of V such that A1 “ AW,v1 “ AW,w1 and let v2 and w2 be two elements of V
such that A2 “ AW,v2 “ AW,w2 . We want to check that AW,v1`v2 “ AW,w1`w2 , so that the
sum

A1 ` A2 “ AW,v1`v2

in X is well-defined. By Lemma 10.2.2, it suffices to show that w1 `w2 P AW,v1`v2 . This
is indeed the case: since w1 P A1 “ AW,v1 , there exists x1 P W such that w1 “ v1`x1, and
similarly there exists x2 P W such that w2 “ v2`x2. But then w1`w2 “ v1`v2`px1`x2q P

AW,v1`v2 .
Similarly, we check that the multiplication of A P X by t P R is well-defined.
These two facts imply in particular the compatibility of p : V Ñ X with addition and

multiplication:

ppv1 ` v2q “ ppv1q ` ppv2q, pptvq “ tppvq,

where the addition on the right-hand side of the first formula is the addition in X.
From this, it follows easily as in the previous section that this addition and multi-

plication satisfy of the conditions for a vector space structure on X. For instance, we
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check (2.6) this time. Let t1 and t2 be elements of K, and A P X. Write A “ ppvq for
some v P V , which is possible since p is surjective. Then we have

pt1t2q ¨ A “ pt1t2q ¨ ppvq “ pppt1t2qvq “ ppt1pt2vqq

“ t1ppt2vq “ t1 ¨ pt2 ¨ ppvqq “ t1 ¨ pt2 ¨ Aq.

Now that we know that X is a vector space, the compatibility relations of p mean
that p is linear. Moreover, we have Kerppq “ tv P V | ppvq “ W P Xu “ W . �

Corollary 10.2.4. Let V and W be finite-dimensional vector spaces. Then V {W is
finite-dimensional and

dimpV {W q “ dimpV q ´ dimpW q.

Proof. Since p : V Ñ V {W is linear and surjective, the space V {W has finite di-
mension ď dimV . Then from Theorem 2.8.4 we get

dimpV q “ dim Imppq ` dim Kerppq “ dimpV {W q ` dimpW q

since Kerppq “ W and p is surjective. �

Example 10.2.5. The simplest examples of quotient spaces are when W “ V and
W “ t0u. In the first case, the only element of V {W is W “ V itself, so that V {W “

t0V {W u. In the second case, the elements of V {W are the sets txu for x P V , and the map
p is x ÞÑ txu. Hence p is an isomorphism V Ñ V {t0u. In general, one simply identifies
V and V {t0u, although properly speaking these are not the same sets.

10.3. Examples

Quotient spaces are examples of these mathematical objects that seem to be very
abstract at first, but that turn out to occur, implicitly or explicitly, everywhere, including
where one didn’t suspect their presence. We will give some instances of this here.

Example 10.3.1. First, recall that we constructed V {W not in a vacuum, but with a
surjective linear map p : V Ñ V {W with kernel W . It turns out that this data is enough
to characterize very strongly V {W :

Proposition 10.3.2 (First isomorphism theorem). Let V be a K-vector space and
W Ă V a subspace. Let X be a K-vector space and f : V Ñ X a surjective linear map
such that Kerpfq “ W . Then there exists a unique isomorphism

g : V {W Ñ X

such that g ˝ p “ f , where p : V Ñ V {W is the canonical surjection.

It is very convenient to draw diagrams to understand this type of statements, in this
case the following:

V X

V {W

Ð

Ñ
f

ÐÑ p Ð Ñg

In other words, if a vector space X, coming with a surjective linear map V Ñ X
“looks like V {W”, then it is isomorphic to V {W , and the isomorphism is “natural”, in
the sense that it involves no choice (of a basis, or of a complement, or of anything else).
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Proof. Let A P V {W . To define gpAq, we write A “ ppvq for some v P V ; then
the only possible choice for gpAq, in order that the relation g ˝ p “ f holds, is that
gpAq “ gpppvqq “ fpvq.

The question is then whether this definition makes sense: one more, the issue is that
there are many v P V with ppvq “ A, and we must check that fpvq is independent of
this choice, and only depends on A. To see this, let v1 P V by any other element with
ppv1q “ A. Then A “ AW,v, and v1 P V , means that there exists w P W such that
v1 “ v ` w. We now deduce that fpv1q “ fpvq ` fpwq “ fpvq because Kerpfq “ W .

So the application g : V {W Ñ X is well-defined. By construction, we see that g˝p “ f .
We now check that it is linear: if A1 “ AW,v1 and A2 “ AW,v2 are elements of V {W , and
t1, t2 elements of K, then we know that

t1A1 ` t2A2 “ ppt1v1 ` t2v2q.

Therefore, our definition implies that gpt1A1` t2A2q “ fpt1v1` t2v2q “ t1fpv1q ` t2fpv2q

since f is linear. This means that gpt1A1 ` t2A2q “ t1gpA1q ` t2gpA2q.
Finally, we prove that g is an isomorphism. First, since f is surjective, for any x P X,

we can write x “ fpvq for some v P V , and then x “ gpppvqq, so that x belongs to the
image of g. Therefore g is surjective. Second, let A P Kerpgq. If we write A “ ppvq, this
means that 0 “ gpAq “ fpvq, and therefore v P Kerpfq “ W . But then A “ ppvq “ 0V {W .
Hence g is also injective. �

Using this, we can often identify even the most familiar spaces with a quotient space.

Corollary 10.3.3. Let f : V1 Ñ V2 be any linear map. There exists a unique iso-
morphism g : V1{Kerpfq Ñ Impfq such that f “ g ˝ p, where p : V1 Ñ V1{Kerpfq is the
canonical surjection:

V1 Impfq

V1{Kerpfq

ÐÑ p

Ð

Ñ
f

Ð

Ñg

Proof. The linear map f defines a surjective map V1 Ñ Impfq, which we still denote
f . Since the kernel of this linear map is indeed the kernel of f , the proposition shows
that there exists a unique isomorphism g : V1{W Ñ Impfq such that g ˝p “ f , or in other
words an isomorphism V1{Kerpfq Ñ Impfq. �

Example 10.3.4. Another way to interpret a quotient space is a an analogue of a
complementary subspace.

Proposition 10.3.5. Let W Ă V be a subspace and W 1 Ă V a complementary
subspace so that W ‘W 1 “ V . The restriction p|W 1 of the canonical surjection p : V Ñ
V {W is an isomorphism p|W 1 : W 1 Ñ V {W .

Proof. The restriction p|W 1 is linear. Its kernel is KerppqXW 1 “ W XW 1 “ t0u, by
definition of the complement, so that it is injective. To show that p|W 1 is surjective, let
A P V {W . There exists v P V such that ppvq “ A, and we can write v “ w ` w1 where
w P W and w1 P W 1. Then A “ ppvq “ ppw1q (since ppwq “ 0), which means that A is in
the image of p|W 1. Therefore p|W 1 is surjective, hence is an isomorphism. �

Example 10.3.6 (Linear maps from a quotient space). One can also think of V {W
in terms of the linear maps from this space to any other space.
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Proposition 10.3.7. Let V be a vector space and W a subspace. Let p : V Ñ V {W
be the canonical surjection. For any vector space V1, the map

f ÞÑ f ˝ p

is an isomorphism

HomKpV {W,V1q Ñ tg P HomKpV, V1q | W Ă Kerpgqu.

What this means is that it is equivalent to give a linear map V {W Ñ V1 (which is a
data involving the quotient space V {W ) or to give a linear map V Ñ V1 whose kernel
contains W (which does not refer to the quotient space at all). This makes is often
possible to argue about properties of quotient spaces without referring to their specific
definitions!

Definition 10.3.8 (Linear maps defined by passing to the quotient). Given a linear
map g : V Ñ V1 with W Ă Kerpgq, the linear map f : V {W Ñ V1 with f ˝ p “ g is called
the linear map obtained from g by passing to the quotient modulo W .

Proof. It is elementary that f ÞÑ f ˝ p is a linear map

φ : HomKpV {W,V1q Ñ HomKpV, V1q.

What we claim is that φ is injective and that its image consists of the subspace E of
HomKpV, V1q made of those g : V Ñ V1 such that W Ă Kerpgq. Note that it is also
elementary that E is a subspace of HomKpV, V1q.

To prove injectivity, assume that f ˝p “ 0 P HomKpV, V1q. This means that fpppvqq “
0 for all v P V . Since p is surjective, this implies that fpAq “ 0 for all A P V {W , and
hence that f “ 0. So Kerpφq “ t0u, and φ is injective.

If g “ f ˝p belongs to Impφq, then for any w P W , we get gpwq “ fpppwqq “ fp0q “ 0,
so that the kernel of g contains W . Therefore g P E. Conversely, let g : V Ñ V1 be a
linear map such that W Ă Kerpgq. We wish to define f : V {W Ñ V1 such that f ˝ p “ g.

Let A P V {W , and let v P V be such that ppvq “ A. We must define fpAq “ gpvq if we
want f ˝p “ g. As usual, we must check that this is well-defined. But if v1 P V is another
element of A, then v ´ v1 belongs to W , so that gpvq “ gpv1q since W Ă Kerpgq. Hence
g is indeed well-defined. It satisfies g “ f ˝ p, so that it is a linear map and φpfq “ g.
Therefore E Ă Impφq, and the proof is finished. �

It is useful to know the kernel and image of a linear map obtained in such a way.

Proposition 10.3.9. Let V1 and V2 be vector spaces and W a subspace of V1. Let
f : V1 Ñ V2 be a linear map with W Ă Kerpfq, and let f̃ : V1{W Ñ V2 be the linear map
obtained from f by passing to the quotient modulo W .

(1) The image of f̃ is equal to the image of f ; in particular, f̃ is surjective if and only
if f is surjective.

(2) The restriction to Kerpfq of the canonical surjection p : V1 Ñ V1{W induces by
passing to the quotient an isomorphism

Kerpfq{W Ñ Kerpf̃q.

In particular, f̃ is injective if and only if the kernel of f is exactly equal to W .

Proof. By definition, we have f “ f̃ ˝ p.
(1) Since p is surjective, any f̃pAq is of the form f̃pppvqq “ fpvq for some v P V1, and

hence the image of f̃ is contained in the image of f . On the other hand, fpvq “ f̃pppvqq

shows that Impf̃q Ą Impfq, so there is equality.
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(2) If v P Kerpfq, then f̃pppvqq “ fpvq “ 0, so that ppvq P Kerpf̃q. Therefore the

restriction p̃ of p to Kerpfq defines a linear map p̃ : Kerpfq Ñ Kerpf̃q. The kernel of
this linear map is W (since W “ Kerppq and W Ă Kerpfq). Moreover, p̃ is surjective: if

A P Kerpf̃q, then writing A “ ppvq, we obtain fpvq “ f̃pAq “ 0, so that v P Kerpfq, and
then A “ p̃pvq. By Proposition 10.3.2, we obtain an isomorphism

Kerpfq{W Ñ Kerpf̃q.

�

Example 10.3.10. Taking V1 “ K in Proposition 10.3.7, we obtain a description of
the dual space of V {W : the map ` ÞÑ ` ˝ p is an isomorphism

pV {W q˚ Ñ tλ P V ˚ | λpW q “ 0u “ WK,

in other words, the dual of V {W is the subspace of the dual of V consisting of linear
maps that are zero on W .

Dually we have the description of the dual of a subspace:

Proposition 10.3.11. Let V be a K-vector space and W Ă V a subspace of V . Then
the restriction map λ ÞÑ λ|W from V ˚ to W ˚ induces by passing to the quotient an
isomorphism

V ˚{WK
Ñ W ˚.

Proof. We first check that the restriction map, which we denote f : V ˚ Ñ W ˚,
passes to the quotient modulo WK Ă V ˚, which means that WK is a subset of Kerpfq
(Definition 10.3.8). In fact, by definition, we have λ P WK if and only if λ is zero on W ,
and so we have the equality WK “ Kerpfq. In particular, it follows (Proposition 10.3.9

(2)) that the induced linear map f̃ : V ˚{WK Ñ W ˚ is injective.
To prove surjectivity, it suffices to prove that f itself is surjective. But f is the

transpose of the linear inclusion W Ñ V , which is injective, and hence it is surjective by
Proposition 8.2.6 (2). �

Example 10.3.12. Let V be a vector space, W Ă V a subspace and f P EndKpV q
an endomorphism of V . We assume that W is stable under fn, namely that we have
fpW q Ă W .

Let p : V Ñ V {W be the canonical surjection. We obtain a composite linear map

V
f
ÝÑ V

p
ÝÑ V {W,

and for all w P W , we have fpwq P W , and therefore ppfpwqq “ 0 in V {W . By Propo-

sition 10.3.7, there exists therefore a unique linear map f̃ : V {W Ñ V {W such that

f̃ ˝p “ p˝f . This endomorphism f̃ of V {W is called the endomorphism of V {W induced
by f . It is computed, according to the proposition, in the following manner: for A P V {W ,

one writes A “ ppvq for some v P V ; one computes fpvq P V ; then f̃pvq “ ppfpvqq. In

other words, f̃pAq is the affine subspace parallel to W that contains fpvq for any element
v of A.

This is summarized by the diagram

V V

V {W V {W.

ÐÑ p

Ð

Ñ
f

ÐÑ p

Ð

Ñ
f̃
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We can “visualize” this endomorphism as follows if V is finite-dimensional. Let n “
dimpV q, m “ dimpW q, and let B “ pB1, B2q be an ordered basis of V such that B1 is a
basis of W . The matrix of f with respect to B has a block form

ˆ

A1 A2

0n´m,m A4

˙

where A1 “ Matpf |W ;B1, B1q (where f |W is the endomorphism of W induced by f ,
which is defined since fpW q Ă W ), A2 PMm,n´mpKq and A4 “Mn´m,n´mpKq.

The space W 1 generated by B2 is a complement to W in V . So the restriction of p to
W 1 is an isomorphism p|W 1 : W 1 Ñ V {W (Proposition 10.3.5). In particular, if we write
B2 “ px1, . . . , xm´nq, the vectors

B3 “ pppx1q, . . . , ppxm´nqq

form an ordered basis of V {W . We then have the relation

A4 “ Matpf̃ ;B3, B3q.

In other words, the “lower right” block of Matpf ;B,Bq is the matrix representing the
action of f on V {W .

Example 10.3.13. We now give a very concrete example. Let V “ KrXs be the space
of polynomials with coefficients in K. Let n ě 1 and let Wn be the subspace generated
by X i for i ě n` 1. There is an obvious complementary subspace W 1

n to Wn, namely the
subspace generated by 1, . . . , Xn. By Proposition 10.3.5, the restriction of the canonical
projection to W 1

n is therefore an isomorphism pn : W 1
n Ñ V {Wn.

Consider the endomorphism f of V defined by fpP q “ XP . Since fpX iq “ X i`1, it

follows that fpWnq Ă Wn. Let f̃n be the endomorphism of V {Wn obtained from f by
passing to the quotient, as in the previous example.

The vectors pv0, . . . , vnq, where vi “ pnpX
iq for 0 ď i ď n, form a basis Bn of V {Wn.

We will compute the matrix Matpf̃n;Bn, Bnq as an example of concrete computation with
quotient spaces.

For 0 ď i ď n´1, we have fpX iq “ X i`1, which implies that f̃npviq “ vi`1. For i “ n,

we have fpXnq “ Xn`1 P Wn, and this means that f̃npvnq “ 0. Therefore the matrix is

Matpf̃n;Bn, Bnq “

¨

˚

˚

˚

˚

˚

˚

˝

0 0 0 ¨ ¨ ¨ ¨ ¨ ¨

1 0 0 ¨ ¨ ¨

0 1 0 ¨ ¨ ¨
...

...
...

...
...

0 ¨ ¨ ¨ 1 0 0
0 ¨ ¨ ¨ ¨ ¨ ¨ 1 0

˛

‹

‹

‹

‹

‹

‹

‚

PMn`1,n`1pKq.

This is the transpose of the Jordan block Jn`1,0. What is interesting here is that it shows
that the Jordan blocks (or their transposes) of all sizes are defined uniformly in terms of
the single endomorphism f of the space V .

Example 10.3.14. Consider a K-vector space V and two subspaces W1 and W2. Then
W1 is a subspace of W1`W2. The following important proposition identifies the quotient
space pW1 `W2q{W1.
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Proposition 10.3.15 (Second isomorphism theorem). The composition

f : W2 Ñ W1 `W2 Ñ pW1 `W2q{W1,

where the first map is the inclusion of W2 in W1 `W2 and the second is the canonical
surjection p, passes to the quotient by W2 XW1 and induces an isomorphism

W2{pW1 XW2q Ñ pW1 `W2q{W1.

Proof. The kernel of the composition f is the set of vectors v P W2 which belong to
the kernel W1 of the canonical surjection p, which means that Kerpfq “ W1XW2. Hence
by Proposition 10.3.9 (2), f passes to the quotient to define an injective linear map

f̃ : W2{pW1 XW2q Ñ pW1 `W2q{W1.

It remains to check that f̃ is surjective. Thus let x P pW1`W2q{W1. There exists w1 P W1

and w2 P W2 such that x “ ppw1 ` w2q. But since w1 P W1, we have in fact x “ ppw2q,
and that means fpw2q “ ppw2q “ x. Hence f is surjective, and (Proposition 10.3.9 (1))

so is f̃ . �

Example 10.3.16. We now consider the subspaces of a quotient space. These are
very simply understood:

Proposition 10.3.17. Let V be a K-vector space and W a subspace of V . Let π : V Ñ
V {W be the canonical projection. Let X be the set of all vector subspaces of V {W and
let Y be the set of all vector subspaces of V which contain W .

(1) The maps

I

#

Y Ñ X

E ÞÑ πpEq
and J

#

X Ñ Y

F ÞÑ π´1pF q

are reciprocal bijections.
(2) These bijections preserve inclusion: for subspaces E1 and E2 of V , both containing

W , we have E1 Ă E2 if and only if πpE1q Ă πpE2q.
(3) For a subspace E P Y of V , the restriction of π to E passes to the quotient to

induce an injective linear map
E{W Ñ V {W,

with image equal to πpEq.

Proof. (1) It is elementary that I and J are well-defined, since the image and inverse
images of subspaces are subspaces, and since π´1pF q contains π´1pt0uq “ Kerpπq “ W
for any subspace F of V {W .

We first check that I ˝ J “ IdX . Let F be a subspace of V {W ; then JpF q “ π´1pF q.
Let F1 “ IpJpF qq “ πpπ´1pF qq. Since v P π´1pF q if and only if πpvq P F , we obtain
F1 Ă F . Conversely, let w P F . Write w “ πpvq for some v P V . Then v P π´1pF q, and
hence w P πpπ´1pF qq. This means that F Ă F1, and therefore F “ F1. This means that
I ˝ J “ IdX .

Now we check that J ˝ I “ IdY . So let E be a subspace of V containing W and E1 “

π´1pπpEqq. We have v P E1 if and only if πpvq P πpEq. In particular, this immediately
implies that E Ă E1. Conversely, let v P E1 be any vector. Since πpvq P πpEq, there
exists v1 P E such that πpvq “ πpv1q. This means that v ´ v1 P Kerpπq “ W Ă E (since
E P Y ), and hence

v “ pv ´ v1q ` v1 P E.

We conclude that E1 Ă E, so that E1 “ E, and this gives J ˝ I “ IdY .
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(2) This is an elementary property.
(3) The restriction of π to E is a linear map E Ñ V {W . Its kernel is EXW “ E (since

E P Y ), and therefore it induces an injective linear map E{W Ñ V {W (Proposition 10.3.7
and Proposition 10.3.9 (2)). The image of this map is the image of π|E, which is πpEq
(Proposition 10.3.9 (1)). �

Remark 10.3.18. One must be careful that if E is an arbitrary subspace of V , it is
not always the case that π´1pπpEqq “ E! For instance, π´1pπpt0uqq “ π´1pt0uq “ W .

The meaning of this proposition is that subspaces of V {W “correspond” exactly to
subspaces of V which contain W . One can also determine quotients of subspaces of V {W .

Proposition 10.3.19 (Third isomorphism theorem). Let V be a vector space and
W a subspace. Let π denote the canonical projection V Ñ V {W . Let E1 Ă E2 be two
subspaces of V containing W . Denote Fi “ πpEiq. Then F1 Ă F2. Let π1 : F2 Ñ F2{F1

be the canonical surjection modulo F1. The linear map f : E2 Ñ F2{F1 defined as the
composition

E2
π
ÝÑ F2

π1
ÝÑ F2{F1

passes to the quotient modulo E1 and induces an isomorphism

E2{E1 Ñ F2{F1.

One often writes the result of this proposition in the form

pE2{W q{pE1{W q “ E2{E1.

Proof. First, the composition defining f makes sense since πpE2q “ F2. The kernel
of f is the set of vectors v P E2 such that πpvq P Kerpπ1q “ F1, or in other words it
is π´1pF1q, which is equal to E1 by Proposition 10.3.17 (1) since F1 “ πpE1q. So (by
Proposition 10.3.9 (2)) the map f passes to the quotient modulo E1 and induces an
injective linear map E2{E1 Ñ F2{F1. The image of this map is the same as the image of
f . Since f is surjective (because π maps E2 to F2 by definition and π1 is surjective), it
follows that f is an isomorphism. �
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CHAPTER 11

Tensor products and multilinear algebra

In this chapter, we use quotient spaces for the very important construction of the
tensor product of vector spaces over a field.

11.1. The tensor product of vector spaces

Let K be a field and let V1 and V2 be K-vector spaces. For any K-vector space W ,
we denote by BilKpV1, V2;W q the vector space of all K-bilinear maps V1 ˆ V2 Ñ W , i.e.,
the space of all maps b : V1 ˆ V2 Ñ W such that

bptv1 ` sv
1
1, v2q “ tbpv1, v2q ` sbpv

1
1, v2q

bpv1, tv2 ` sv
1
2q “ tbpv1, v2q ` sbpv1, v

1
2q

for all s, t P K and v1, v11 P V1, v2, v12 P V2.
This space is a vector subspace of the space of all (set-theoretic) maps from V1 ˆ V2

to W (Example 2.3.6 (3)).

Example 11.1.1. (1) We already saw examples of bilinear forms in the study of
euclidean spaces for instance: if V is a R-vector space, then a scalar product on V is an
element of BilRpV, V ; Rq.

(2) For any field K and any K-vector space V , the map

b

#

V ˆ V ˚ Ñ K

pv, λq ÞÑ xλ, vy

is in BilKpV, V
˚; Kq.

(3) For any field K and any K-vector space V , the map
#

EndKpV q ˆ EndKpV q Ñ EndKpV q

pf, gq ÞÑ f ˝ g

is an element of BilKpEndKpV q,EndKpV q; EndKpV qq.
(4) Let m, n, p ě 1 be integers. The map

#

Mm,npKq ˆMp,mpKq ÑMp,npKq

pA1, A2q ÞÑ A2A1

is bilinear, and is an element of BilKpMm,npKq,Mp,mpKq;Mp,npKqq.

If b : V1 ˆ V2 Ñ W1 is a bilinear map in BilKpV1, V2;W1q and f : W1 Ñ W2 is a linear
map, then

f ˝ b : V1 ˆ V2 Ñ W2

is an element of BilKpV1, V2;W2q.
The tensor product construction creates a vector space V1 ˆK V2, called the “tensor

product of V1 and V2 over K”, in such a way that, for any K-vector space W , the linear
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maps correspond exactly and naturally to the bilinear maps from V1ˆV2 to W using this
composition.

The precise statement is the following result, that we will first prove before discussing
with examples why, despite the abstract appearance of this construction, this is in fact a
very useful thing to know.

Theorem 11.1.2 (Construction of tensor product). Let K be a field. Let V1 and V2

be K-vector spaces. There exists a K-vector space V1 bK V2 and a bilinear map

b0 : V1 ˆ V2 Ñ V1 bK V2,

denoted b0pv1, v2q “ v1 b v2, such that for any K-vector space W , the composition appli-
cation f ÞÑ f ˝ b0 is an isomorphism

HomKpV1 bK V2,W q Ñ BilKpV1, V2;W q

of K-vector spaces.
Moreover, the vector space V1 bK V2 is generated by the set of vectors v1 b v2 for

pv1, v2q P V1 ˆ V2.

The following diagram illustrates the statement:

V1 ˆ V2 W

V1 bK V2

ÐÑ b0

Ð

Ñ
b

Ð

Ñf

Definition 11.1.3 (Tensor product). The space V1bK V2, together with the bilinear
map b0, is called the tensor product of V1 and V2 over K.

(We emphasize the bilinear map b0 also in the definition, because it is necessary to
characterize the tensor product by the property of the theorem, as we will see.)

Proof. We will construct V1bK V2 and b by a quotient space construction. We first
consider a vector space E over K with basis B “ V1 ˆ V2. This means that an element
of E is a finite sum of the type

n
ÿ

i“1

tipvi, wiq

where n ě 0 (with n “ 0 corresponding to the zero vector 0E), ti P K and vi P V1, wi P V2

for 1 ď i ď n, and the only rules that can be used to operate such sums are those of
vector spaces. For instance, p0, 0q P E is a basis vector, and not the zero vector 0E.

In E, we define a set of vectors S “ S1 Y S2 Y S3 Y S4, where

S1 “ tptv1, v2q ´ tpv1, v2q | t P K, pv1, v2q P V1 ˆ V2u,

S2 “ tpv1 ` v
1
1, v2q ´ pv1, v2q ´ pv

1
1, v2q | pv1, v

1
1, v2q P V1 ˆ V1 ˆ V2u,

S3 “ tpv1, tv2q ´ tpv1, v2q | t P K, pv1, v2q P V1 ˆ V2u,

S4 “ tpv1, v2 ` v
1
2q ´ pv1, v2q ´ pv1, v

1
2q | pv1, v2, v

1
2q P V1 ˆ V2 ˆ V2u.

We define a subspace F of E as being the vector space generated by S in E. We then
define V1 bK V2 “ E{F , and we define a map b0 : V1 ˆ V2 Ñ V1 bK V2 by

b0pv1, v2q “ pppv1, v2qq,

where p : E Ñ E{F is the canonical surjective map. Note already that since the vectors
pv1, v2q generate E and p is surjective, the vectors b0pv1, v2q generate E{F .
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By definition, V1 bK V2 is a K-vector space. What remains to be proved is that b is
bilinear, and that V1bKV2 with the bilinear map b satisfies the stated property concerning
bilinear maps to any K-vector space W .

Bilinearity of b0 means that the following four conditions should hold:

b0ptv1, v2q “ tb0pv1, v2q

b0pv1 ` v
1
1, v2q “ b0pv1, v2q ` b0pv

1
1, v2q

b0pv1, tv2q “ tb0pv1, v2q

b0pv1, v2 ` v
1
2q “ b0pv1, v2q ` b0pv1, v

1
2q.

It is of course not a coincidence that the shape of the formulas look like the definition of
the sets Si; each set Si is defined to be a subset of S in order that one of these formulas
become true.

Indeed, we have by definition

b0ptv1, v2q ´ tb0pv1, v2q “ ppptv1, v2q ´ tpv1, v2qq “ 0E{F

since ptv1, v2q ´ tpv1, v2q P S1 Ă F , and similarly

b0pv1 ` v
1
1, v2q ´ pb0pv1, v2q ` b0pv

1
1, v2qq “ pppv1 ` v

1
1, v2q ´ pv1, v2q ´ pv

1
1, v2qq “ 0E{F

because the vector belongs to S2 Ă F , and so on.
This being done, let W be a K-vector space. We denote by φ the map

HomKpV1 bK V2,W q
φ
ÝÑ BilKpV1, V2;W q

given by f ÞÑ f ˝ b0. We leave it to the reader to check that, indeed, f ˝ b0 is bilinear if
f is linear (this follows from the bilinearity of b0 and the linearity of f). We then need
to show that φ is an isomorphism. We leave as an elementary exercise to check that it is
linear.

We next show that φ is injective: if f P Kerpφq, then we have fpb0pv1, v2qq “ 0 for all
pv1, v2q P V1 ˆ V2. This means that pppv1, v2qq P Kerpfq for all v1 and v2. Since the basis
vectors pv1, v2q generate E by definition, and p is surjective, this implies that f “ 0.

Finally, we show that φ is surjective. Let b : V1 ˆ V2 Ñ W be a bilinear map. We can
define a linear map f̃ : E Ñ W by putting f̃ppv1, v2qq “ bpv1, v2q for any pv1, v2q P V1ˆV2,
since these elements of E form a basis of E.

We then observe that S Ă Kerpf̃q, so that F Ă Kerpf̃q. Indeed, for a vector r “

ptv1, v2q ´ tpv1, v2q P S1, we get by linearity of f̃ the relation

f̃prq “ f̃pptv1, v2qq ´ tf̃pv1, v2q “ bptv1, v2q ´ tbpv1, v2q “ 0

because b is bilinear, and similarly for the vectors in S2, S3 or S4.
Since F Ă Kerpf̃q, the linear map f̃ passes to the quotient modulo F (Proposi-

tion 10.3.7): there exists a linear map f : E{F “ V1 bK V2 Ñ W such that f̃ “ f ˝ p.
We claim that φpfq “ f ˝ b0 “ b, which will show that φ is surjective. Indeed, for
pv1, v2q P V1 ˆ V2, we have

fpb0pv1, v2qq “ fppppv1, v2qqq “ f̃ppv1, v2qq “ bpv1, v2q

by the definitions of b0 and of f̃ . �

The definition and construction of the tensor product seem very abstract. Here is a
simple consequence that shows how they can be used; as we will see in all of this chapter,
it is only the statement of Theorem 11.1.2 that is important: the details of the quotient
space construction are never used.
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Corollary 11.1.4. Let V1 and V2 be K-vector spaces. Let v1 and v2 be non-zero
vectors in V1 and V2 respectively. Then v1 b v2 is non-zero in V1 bK V2.

Proof. It suffices to find a vector space W and a bilinear map b : V1ˆ V2 Ñ W such
that bpv1, v2q ­“ 0, since in that case, the linear map

f : V1 b V2 Ñ W

such that fpv1 b v2q “ bpv1, v2q (whose existence is given by Theorem 11.1.2) will satisfy
fpv1 b v2q ­“ 0, which would not be possible if v1 b v2 were zero.

To find b, we first note that, since v2 ­“ 0, there exists λ P V ˚2 such that λpv2q ­“ 0.
Then we define b : V1 ˆ V2 Ñ V1 by

bpv, wq “ λpwqv.

This map is bilinear, and we have bpv1, v2q “ λpv2qv1 ­“ 0. �

Another corollary gives the dimension of the tensor product if the factors are finite-
dimensional.

Corollary 11.1.5. Let V1 and V2 be finite-dimensional K-vector spaces. Then the
tensor product V1 bK V2 is finite-dimensional and

dimpV1 bK V2q “ dimpV1q dimpV2q.

Proof. Apply the characterization in Theorem 11.1.2 to W “ K: we find then an
isomorphism

pV1 bK V2q
˚
Ñ BilKpV1, V2; Kq.

The right-hand side is the space of bilinear maps V1ˆV2 Ñ K, and it is finite-dimensional
(by extending to this case Proposition 5.2.3, which provides the result when V1 “ V2:
one maps a bilinear map b to the matrix pbpvi, wjqq with respect to a basis of V1 and
a basis of V2). By Theorem 8.1.6, this means that the space V1 bK V2 itself is finite-
dimensional. Then it has the same dimension as BilKpV1, V2; Kq, and the generalization
of Proposition 5.2.3 shows that this dimension is dimpV1q dimpV2q. �

We next show that the property highlighted in Theorem 11.1.2 characterizes the tensor
product – this is similar to Proposition 10.3.2 that showed that the properties (kernel
and surjectivity) of the canonical surjection V Ñ V {W are sufficient to characterize the
quotient space.

Proposition 11.1.6. Let V1 and V2 be K-vector spaces. Let X be a K-vector space
with a bilinar map β : V1ˆV2 Ñ X such that for any K-vector space W , the composition
application f ÞÑ f ˝ β is an isomorphism

HomKpX,W q Ñ BilKpV1, V2;W q

of K-vector spaces. There exists then a unique isomorphism f : V1 bK V2 Ñ X such that

βpv1, v2q “ fpv1 b v2q

for pv1, v2q P V1 ˆ V2.

Proof. Apply first Theorem 11.1.2 to W “ X and to the bilinear map β: this shows
that there exists a unique linear map f : V1 bK V2 Ñ X such that β “ f ˝ b0, or in other
words such that βpv1, v2q “ fpv1 b v2q.

Next, apply the assumption of the proposition to W “ V1 bK V2 and to the bilinear
form b0; this shows that there exists a unique linear map g : X Ñ V1 bK V2 such that

gpβpv1, v2qq “ v1 b v2
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for pv1, v2q P V1 ˆ V2. We then claim that f and g are reciprocal isomorphisms, which
will prove the proposition.

Indeed, consider the composite i “ f ˝ g : X Ñ X. It satisfies

ipβpv1, v2qq “ fpv1 b v2q “ βpv1, v2q,

or in other words, i˝β “ β “ IdX ˝β. Since f ÞÑ f ˝β is supposed to be an isomorphism,
this means that f ˝g “ i “ IdX . Similarly, arguing with g˝f , we see that g˝f “ IdV1bKV2 .
This concludes the proof of the claim. �

The next proposition is also very important as a way of understanding linear maps
involving tensor products.

Proposition 11.1.7. Let f1 : V1 Ñ W1 and f2 : V2 Ñ W2 be two linear maps. There
exists a unique linear map

f : V1 bK V2 Ñ W1 bK W2

such that
fpv1 b v2q “ f1pv1q b f2pv2q

for all pv1, v2q P V1 ˆ V2.

We will denote f “ f1 b f2 the linear map constructed in this proposition.

Proof. Define
f̃ : V1 ˆ V2 Ñ W1 bK W2

by f̃pv1, v2q “ f1pv1q b f2pv2q. Since f1 and f2 are linear, and pw1, w2q ÞÑ w1 b w2 is

bilinear, the map f̃ belongs to BilKpV1, V2;W1bKW2q. From Proposition 11.1.6, applied

to W “ W1 bK W2 and f̃ , there exists a unique linear map

f : V1 bK V2 Ñ W1 bK W2

such that fpv1 b v2q “ f̃pv1, v2q “ f1pv1q b f2pv2q, as we wanted to show. The following
diagram summarizes the construction:

V1 ˆ V2 W1 bK W2

V1 bK V2

ÐÑ

Ð

Ñ
f̃

Ð

Ñf1bf2

�

Example 11.1.8. (1) If either f1 “ 0 or f2 “ 0, we have f1 b f2 “ 0, since we then
get pf1bf2qpv1b v2q “ f1pv1qbf2pv2q “ 0 for all pv1, v2q P V1ˆV2; since the pure tensors
generate V1 b V2, the linear map f1 b f2 is zero.

(2) If f1 “ IdV1 and f2 “ IdV2 , then f1 b f2 “ IdV1bV2 . Indeed, we have

pIdV1 b IdV2qpv1 b v2q “ v1 b v2

and since the pure tensors generate V1 b V2, this implies that IdV1 b IdV2 is the identity
on all of V1 b V2.

(3) Suppose that we have pairs of spaces pV1, V2q, pW1,W2q and pH1, H2q, and linear
maps fi : Vi Ñ Wi and gi : Wi Ñ Hi. Then we can compute

pg1 ˝ f1q b pg2 ˝ f2q : V1 b V2 Ñ H1 bH2,

and pg1 b g2q ˝ pf1 b f2q. These linear maps are the same: indeed, the first one maps
v1 b v2 to

pg1 ˝ f1qpv1q b pg2 ˝ f2qpv2q,
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while the second maps this vector to

pg1 b g2qpf1pv1q b f2pv2qq “ g1pf1pv1qq b g2pf2pv2qq.

11.2. Examples

We will discuss some examples and simple applications of tensor products in this
section.

Example 11.2.1. When V1 and V2 are finite-dimensional K-vector spaces, the tensor
product V1 bK V2 is not such a mysterious space.

Proposition 11.2.2. Let V1 and V2 be finite-dimensional K-vector spaces. Let
pv1, . . . , vnq be a basis of V1 and pw1, . . . , wmq a basis of V2. Then the vectors pvibwjq 1ďiďn

1ďjďm

form a basis of V1 bK V2.

Proof. In Theorem 11.1.2, we saw that the vectors v b w, for pv, wq P V1 ˆ V2,
generate V1 bK V2. Writing

v “
ÿ

i

tivi, w “
ÿ

j

sjwj,

the bilinearity gives

v b w “
ÿ

i,j

tisj vi b wj,

so that pvi bwjq is a generating set of V1 bK V2. Since this set has nm “ dimpV1 bK V2q

elements (by Corollary 11.1.5), it is a basis. �

One can show that this result is also true in the general case when V1 or V2 (or both)
might be infinite-dimensional.

Here is a an example that gives an intuition of the difference between pure tensors
and all tensors. Consider V1 “ V2 “ K2, with standard basis pe1, e2q. Then V1 b V2 is
4-dimensional with basis pf1, f2, f3, f4q where, for example, we have

f1 “ e1 b e1, f2 “ e1 b e2, f3 “ e2 b e1, f4 “ e2 b e2.

A pure tensor in V1 b V2 is an element of the form
ˆ

a
b

˙

b

ˆ

c
d

˙

“ pae1 ` be2q b pce1 ` de2q “ acf1 ` adf2 ` bcf3 ` bdf4.

Not all vectors in V1 b V2 are of this form! Therefore x1f1 ` ¨ ¨ ¨ ` x4f4 is a pure tensor if
and only if there exist pa, b, c, dq P K4 such that

(11.1)

¨

˚

˚

˝

x1

x2

x3

x4

˛

‹

‹

‚

“

¨

˚

˚

˝

ac
ad
bc
bd

˛

‹

‹

‚

P K4.

An obvious necessary condition is that x1x4 “ x2x3 (since both products are equal to
abcd in the case of pure tensors). In fact, it is also a sufficient condition, namely if x1,
. . . , x4 satisfy x1x4 “ x2x3, we can find pa, b, c, dq with the relation (11.1). To see this,
we consider various cases:

‚ If x1 ­“ 0, then we take

a “ 1, b “
x3

x1

, c “ x1, d “ x2.

The relation (11.1) then holds (e.g., bd “ x3x2{x1 “ x1x4{x1 “ x4).
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‚ If x1 “ 0, then since 0 “ x2x3, we have either x2 “ 0 or x3 “ 0; in the first case,
take

a “ 0, b “ 1, c “ x3, d “ x4

and in the second, take

a “ x2, b “ x4, c “ 0, d “ 1.

Example 11.2.3. Since we have found (in the finite-dimensional case) an explicit
basis of the tensor product, we can think of the matrices representing linear maps.

Let V1 and V2 be finite-dimensional K-vector space. Consider two endomorphisms
f1 P EndKpV1q and f2 P EndKpV2q, and let f “ f1 b f2 P EndKpV1 bK V2q.

Let B1 “ pv1, . . . , vnq be a basis of V1 and B2 “ pw1, . . . , wmq a basis of V2. Define
Ai “ Matpfi;Bi, Biq. Write A1 “ paijq and A2 “ pbijq. We consider the basis B of
V1 bK V2 consisting of the vectors vi b wj, and we want to write down the matrix of f
with respect to B. For simplicity of notation, we present the computation for n “ 2 and
m “ 3.

We must first order the basis vectors in B. We select the following ordering:

B “ px1, . . . , x6q “ pv1 b w1, v1 b w2, v1 b w3, v2 b w1, v2 b w2, v2 b w3q

(i.e., we order first with respect to increasing j for i “ 1, and then with i “ 2).
Let C P M6,6pKq be the matrix representing f with respect to this ordered basis of

V1 bK V2.
We begin with the first basis vector v1 b w1. By definition, we have

fpv1 b w1q “ f1pv1q b f2pw1q “

´

a11v1 ` a21v2

¯

b

´

b11w1 ` b21w2 ` b31w3

¯

“ a11b11x1 ` a11b21x2 ` a11b31x3 ` a21b11x4 ` a21b21x5 ` a21b31x6

in terms of our ordering. The first column of C is therefore the transpose of the row
vector

pa11b11, a11b21, a11b31, a21b11, a21b21, a21b31q.

Similarly, for x2, we obtain

fpx2q “ fpv1 b w2q “ f1pv1q b f2pw2q “

´

a11v1 ` a21v2

¯

b

´

b12w1 ` b22w2 ` b32w3q

“ a11b12x1 ` a11b22x2 ` a11b32x3 ` a21b12x4 ` a21b22x5 ` a21b32x6,

and
fpx3q “ a11b13x1 ` a11b23x2 ` a11b33x3 ` a21b13x4 ` a23b23x5 ` a21b33x6.

This gives us the first three columns of C:
¨

˚

˚

˚

˚

˚

˝

a11b11 a11b12 a11b13

a11b21 a11b22 a11b23

a11b31 a11b32 a11b33

a21b11 a21b12 a21b13

a21b21 a21b22 a21b23

a21b31 a21b32 a21b33

˛

‹

‹

‹

‹

‹

‚

“

ˆ

a11A2

a21A2

˙

in block form. Unsurprisingly, finishing the computation leads to

C “

ˆ

a11A2 a12A2

a21A2 a22A2

˙

in block form. This type of matrix (in terms of A1 and A2) is called, in old-fashioned
terms, the Kronecker product of A1 and A2.
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In the general case, with the “same” ordering of the basis vectors, one finds

C “

¨

˝

a11A2 ¨ ¨ ¨ a1nA2
...

...
...

an1A2 ¨ ¨ ¨ annA2

˛

‚

in block form.

Example 11.2.4. Another way to “recognize” the tensor product is the following:

Proposition 11.2.5. Let V1 and V2 be finite-dimensional K-vector spaces. There
exists a unique isomorphism

α : V ˚1 bK V2 Ñ HomKpV1, V2q

such that αp`b wq is the linear map f`,w from V1 to V2 that sends v to

x`, vyw “ `pvqw.

Proof. The map α is well-defined (and linear) by Theorem 11.1.2, because the map

p`, wq ÞÑ f`,w

is bilinear from V ˚1 ˆV2 to HomKpV1, V2q. To prove that it is an isomorphism, we will con-
struct an inverse β. For this purpose, let pv1, . . . , vnq be a basis of V1. Denote p`1, . . . , `nq
the dual basis.

For f : V1 Ñ V2, we then define

βpfq “
n
ÿ

i“1

`i b fpviq P V
˚

1 b V2.

The map β : HomKpV1, V2q Ñ V ˚1 bKV2 is linear. We will show that it is the inverse of α.
First we compute α˝β. This is a linear map from HomKpV1, V2q to itself. Let f : V1 Ñ V2

be an element of this space, and g “ pα ˝ βqpfq. We have

g “
n
ÿ

i“1

αp`i b fpviqq,

and therefore

gpvq “
n
ÿ

i“1

`ipvqfpviq “ f
´

n
ÿ

i“1

x`i, vyvi

¯

“ fpvq

by definition of the dual basis (8.2). There g “ f , which means that α ˝ β is the identity.
Now consider β ˝ α, which is an endomorphism of V ˚1 bK V2. To show that β ˝ α is

the identity, it suffices to check that it is so for vectors `b w. We get

pβ ˝ αqp`b wq “ βpf`,wq

“

n
ÿ

i“1

`i b f`,wpviq

“

n
ÿ

i“1

`i b `pviqw “
´

n
ÿ

i“1

x`, viy`i

¯

b w.

But for any v P V1, using (8.2), we get

`pvq “
n
ÿ

i“1

x`i, vyx`, vy “ x
n
ÿ

i“1

x`, viy`i, vy
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which means that

` “
n
ÿ

i“1

x`, viy`i P V
˚

1 .

Hence pβ ˝ αqp`b wq “ `b w, which means that β ˝ α is also the identity. �

For instance, if V is finite-dimensional, this gives an isomorphism

V ˚ bK V Ñ EndKpV q.

Now consider the trace Tr: EndKpV q Ñ K. This is a linear form, and hence, by compo-
sition we obtain a linear form

V ˚ bK V Ñ K,

which by Theorem 11.1.2 corresponds to a unique bilinear form

τ : V ˚ ˆ V Ñ K.

What linear form is that? If we follow the definition, for any w P V and ` P V ˚, we have

τp`b wq “ Trpfq

where f P EndCpV q is given by

fpvq “ `pvqw.

The trace of this endomorphism is simply `pwq “ x`, wy. Indeed, this is clear if w “ 0,
and otherwise, let B “ pw,w2, . . . , wnq be a basis of V ; then the matrix of f with respect
to B is

¨

˝

`pwq `pv2q ¨ ¨ ¨ `pvnq
0 0 ¨ ¨ ¨ 0
...

...

˛

‚,

which has trace `pwq.
So we see that, by means of the tensor product, the meaning of the trace map is

clarified, and it does not look as arbitrary as the “sum of diagonal coefficients” suggests.
Another useful consequence of this proposition is that it clarifies the difference between

“pure tensors” of the form v1 b v2 in a tensor product, and the whole space V1 bK V2.
Indeed, the linear maps f`,w associated to a pure tensor are exactly the linear maps
V1 Ñ V2 of rank ď 1 (the rank is 1, unless w “ 0 or ` “ 0), since the image of f`,w is
contained in the space generated by w. In particular this shows that most elements of
V1 bK V2 are not of the special form v1 b v2!

Example 11.2.6. A very useful construction based on the tensor product is that it
can be used to associate naturally to a vector space over Q or R a vector space over C
that is “the same”, except that one can multiply vectors with complex numbers instead
of just real vectors.
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Proposition 11.2.7. Let K “ Q or K “ R. Let V be a K-vector space. View C
as a K-vector space. Let VC “ V bC. Then VC has a structure of vector space over C
such that the zero vector and the addition are the same as the zero vector and addition
as K-vector space, and such that

(11.2) z ¨ pv b 1q “ v b z

for all z P C and v P V . Moreover:
(1) If B is a basis of V , then the set BC “ tv b 1 | v P Bu is a basis of VC, and in

particular
dimK V “ dimC VC;

(2) If V1 and V2 are real vector spaces and f P HomKpV1, V2q, then the linear map
f b IdC : V1,C Ñ V2,C is C-linear.

(3) If f : V1 Ñ V2 is a linear map of finite-dimensional K-vector spaces, and Bi is an
ordered basis of Vi, then

Matpf ;B,Bq “ MatpfC;B1,C, B2,Cq

where we denote fC the C-linear map f b IdC.

Proof. We first interpret (11.2) more precisely: for any z P C, we have a multipli-
cation map mz on C such that mzpwq “ zw. This map is also a K-linear endomorphism
of C. Hence, we have a K-linear endomorphism nz “ IdV bmz of VC, which satisfies

nzpv b wq “ v b zw

for all v P V and w P C. In particular, we have nzpvb 1q “ vb z. We will show that the
definition

z ¨ v “ nzpvq

gives VC a structure of C-vector space. It then satisfies (11.2) in particular.
By construction, VC is a K-vector space, so the addition and the zero vector satisfy

conditions (2.2) and (2.5) in Definition 2.3.1, which only involve addition and zero.
We check some of the other conditions, leaving a few as exercises:

‚ (Condition (2.3)): we have 0 ¨ v “ n0pvq; but n0 “ IdV bm0 “ IdV b 0 “ 0, as
endomorphism of VC (Example 11.1.8 (1)), so 0 ¨ v “ 0 for all v P V ; similarly,
we have m1 “ IdC (Example (11.1.8) (2)), hence n1 “ IdV b IdC is the identity
on VC, and 1 ¨ v “ v for all v P V ;

‚ (Condition (2.6)): for z1 and z2 P C, we have mz1z2 “ mz1 ˝mz2 (this is Exam-
ple 11.1.8 (3)), and from this we deduce that nz1z2 “ nz1 ˝ nz2 ; then

pz1z2q ¨ v “ nz1pnz2pvqq “ nz1pz2 ¨ vq “ z1 ¨ pz2 ¨ vq.

‚ (First part of Condition (2.8)): since nz is K-linear, we have

z ¨ pv1 ` v2q “ nzpv1 ` v2q “ nzpv1q ` nzpv2q “ z ¨ v1 ` z ¨ v2.

We now discuss the complements of the statement. First, let B be a basis of V as
K-vector space, and B0 a basis of C as K-vector space. Then the K-vector space VC has
tvbw | v P B, w P B0u as basis (this is the remark following Proposition 11.2.2). Since

v b w “ w ¨ pv b 1q,

in VC, this shows that tv b 1 | v P Bu generates VC as a C-vector space. But moreover,
for any finite distinct vectors v1, . . . , vn in B, and any zj in C, writing

zj “
ÿ

wPB0

aj,ww
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for some aj,w P K, with all but finitely many equal to 0, we have
ÿ

j

zjpvj b 1q “
ÿ

wPB0

ÿ

j

aj,wpvj b wq

and therefore the linear combination is zero if and only if aj,w “ 0 for all j and all w,
which means that zj “ 0 for all j. So the vectors tv b 1 | v P Bu are also linearly
independent in VC.

Now consider a K-linear map V1 Ñ V2. The map f b IdC is then at least K-linear.
But furthermore, for z P C and v P V1, we get

pf b IdCqpz ¨ pv b 1qq “ pf b IdCqpv b zq “ fpvq b z “ z ¨ pfpvq b 1q.

Since the vectors v b 1 generate VC as a C-vector space, we deduce that f b IdC is
C-linear.

Finally, let B1 “ pv1, . . . , vnq and B2 “ pw1, . . . , wmq and write Matpf ;B1, B2q “ paijq.
Then for a basis vector vj b 1 of B1,C, we have

fCpvj b 1q “ fpvjq b 1 “
m
ÿ

i“1

aijpwi b 1q,

which means that the j-th column of MatpfC;B1,C, B2,Cq is paijq1ďiďm, hence that

MatpfC;B1,C, B2,Cq “ Matpf ;B1, B2q.

�

In some cases, this construction is not really needed: nothing prevents us to view a
real matrix as a complex matrix and to speak of its eigenvalues as complex numbers. But
in more abstract cases, it can be very useful. We illustrate this in the next example.

Example 11.2.8. We now present a simple and quite concrete application of the
tensor product. We begin with a definition:

Definition 11.2.9 (Algebraic number). A complex number z is an algebraic number
if there exists a non-zero polynomial P P QrXs with rational coefficients such that P pzq “
0.

For instance, z “
?

2 is algebraic (one can take P “ X2´2), z “ e2iπ{n is algebraic for

any n ě 1 (one can take P “ Xn´1); moreover
a

2`
?

2 is also (take P “ pX2´2q2´2).

What about
a

2`
?

2` e2iπ{n, or e2iπ{n
a

2`
?

2 or more complicated sum or product?

Theorem 11.2.10. Let z1 and z2 be algebraic numbers. Then z1 ` z2 and z1z2 are
also algebraic numbers.

We give a simple proof using tensor products, although more elementary arguments
do exist. For this we need a lemma showing that algebraic numbers are eigenvalues of
rational matrices.

Lemma 11.2.11. Let z be an algebraic number and Q ­“ 0 a polynomial with rational
coefficients of degree n ě 1 such that Qpzq “ 0. There exists a matrix A PMn,npQq such
that z is an eigenvalue of A.

Proof. Let V “ QrXs and let W Ă V be the subspace

W “ tQP | P P QrXsu

(in other words, the image of the linear map P ÞÑ PQ on V ). Consider the quotient
space E “ V {W and the quotient map p : V Ñ E. The space E is finite-dimensional,
and in fact the space Wn of polynomials of degree ď n´ 1 is a complement to W , so that
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the restriction of p to Wn is an isomorphism Wn Ñ E. To see this, note that for any
polynomial P P V , by Euclidean Division of P by Q (Theorem 9.4.7), we see that there
exist unique polynomials P1 P QrXs and R P Vn such that

P “ P1Q`R.

This means that P P W `Wn. Since W XWn “ t0u (because non-zero elements of W
have degree ě degpQq “ n), this gives the formula W ‘Wn “ V .

Now consider the endomorphism fpP q “ XP of V . Since fpQP q “ pXP qQ, the
image of W is contained in W . Let then f1 be the endomorphism of the n-dimensional
space E induced by f by passing to the quotient modulo W .

We claim that z is an eigenvalue of the matrix Matpf ;B,Bq for any basis B of E.
This can be checked by a direct computation of this matrix for a specific basis, but it has
also a nice explanation in terms of “change of field”, as in the previous example, although
we will avoid using the formal construction.

Precisely, let VC “ CrXs and WC “ tPQ | P P VCu, and define EC “ VC{WC.
As above, we define fCpP q “ XP for P P VC, and we obtain an induced quotient
endomorphism f1,C P EndCpECq.

Since Qpzq “ 0, there exists a polynomial Q1 P CrXs (of degree n´ 1) such that Q “
pX´ zqQ1 (e.g., by euclidean division of Q by X´ z in CrXs, we get Q “ pX´ zqQ1`R
where R is constant; but then Qpzq “ 0 ` Rpzq so that R “ 0; note that we cannot do
this division in V , since z is in general not in Q). Since Q1 is non-zero and of degree
ă degpQq, the vector v “ pCpQ1q P EC is non-zero. Now we compute

f1,Cpvq “ f1,CppCpQ1qq “ pqCpfCpQ1qq “ pCpXQ1q.

But XQ1 “ pX ´ zqQ1 ` zQ1 “ Q ` zQ1 implies that pCpXQ1q “ pCpzQ1q “ zpCpQ1q.
Hence v is an eigenvector of f1,C for the eigenvalue z.

Now take the basis

B “ ppCp1q, . . . , pCpX
n´1
qq

of EC. If we compute any matrix A representating f1,C with respect to this basis, we see
that this is the same as the matrix representating f in the basis ppp1q, . . . , ppXn´1q of E,
and therefore A PMn,npQq, and z is an eigenvalue of A. �

Proof of Theorem 11.2.10. Suppose Pi ­“ 0 are polynomials with rational coef-
ficients of degree ni ě 1 such that Pipziq “ 0.

By Lemma 11.2.11, there exist matrices Ai PMnipQq such that zi is an eigenvalue of
Ai, viewed as a complex matrix, say for the eigenvector vi P Vi “ Cni . Denote fi “ fAi P
EndCpViq. Now form the endomorphism

f “ f1 b f2 P EndCpV q, V “ V1 b V2 “ Cn1 bCn2 .

Let w “ v1 b v2 P V . This is a non-zero element of V since v1 and v2 are non-zero in
their respective spaces (Corollary 11.1.4). We have

fpwq “ fpv1 b v2q “ f1pv1q b f2pv2q “ pz1v1q b pz2v2q “ pz1z2qpv1 b v2q “ z1z2w

by bilinearity of pv1, v2q ÞÑ v1b v2. So w is an eigenvector of f with respect to z1z2. Con-
sequently z1z2 is a root of the characteristic polynomial of f . However, this polynomial
has rational coefficients, because if we take for instance the standard bases B1 “ peiq and
B2 “ pe

1
jq of V1 and V2, and the basis

B “ pei b e
1
jq
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of V , the fact that Ai has rational coefficients implies that Matpf ;B,Bq has rational
coefficients: fpeibe

1
jq is a linear combination involving the coefficients of A1 and A2 of the

basis vectors of B. Hence z1z2 is an eigenvalue of the rational matrix A “ Matpf ;B,Bq,
therefore a root of its characteristic polynomial, and hence is algebraic.

For the sum, we consider

g “ f1 b IdV2 ` IdV1 b f2 P EndCpV q.

Then we get

gpwq “ f1pv1q b v2 ` v1 b f2pv2q “ z1pv1 b v2q ` z2pv1 b v2q “ pz1 ` z2qw,

so that z1`z2 is an eigenvalue of g, hence a root of the (non-zero) characteristic polynomial
of g, and a similar argument shows that this is a rational polynomial. �

11.3. Exterior algebra

For the last section of the course, we consider another very important abstract con-
struction that is essential in many applications, especially in differential geometry: the
exterior algebra of a vector space. We only present the simplest aspects.

Let K be a field. For a K-vector space V , an integer k ě 0 and any other K-vector
space, we define AltkpV ;W q to be the space of all alternating k-multilinear maps

a : V k
Ñ W.

(see Definition 3.1.3). This is a vector subspace of the space of all maps V k Ñ W .
If a P AltkpV ;W q and f : W Ñ E is a linear map, then f ˝ a in a k-multilinear map

from V to E, and it is in fact in AltkpV ;Eq.

Proposition 11.3.1 (Exterior powers). Let V be a K-vector space and k ě 0 an

integer. There exists a K-vector space
Źk V and an alternating k-multilinear map

a0 : V k
Ñ

k
ľ

V

such that, for any K-vector space W , the map

f ÞÑ f ˝ a0

is an isomorphism HomKp
Źk V,W q Ñ AltkpV ;W q.

We denote

a0pv1, . . . , vkq “ v1 ^ v2 ^ ¨ ¨ ¨ ^ vk.

Proof. This is a variant of the construction of the tensor product: let E be the
K-vector space with basis V k, and E0 the subspace generated by the vectors of the type

pv1, . . . , vi´1, tvi, vi`1, . . . , vkq ´ tpv1, . . . , vkq,

pv1, . . . , vi´1, vi ` v
1
i, vi`1, . . . , vkq ´ pv1, . . . , vi´1, vi, vi`1, . . . , vkq

´pv1, . . . , vi´1, v
1
i, vi`1, . . . , vkq,

pv1, . . . , vi´1, vi, vi`1, . . . , vj´1, vi, vj`1, . . . , vkq,

(where in the last case we have i ă j). Define then
Źk V “ E{E0 and a0pv1, . . . , vkq “

pppv1, . . . , vkqq, where p is the canonical surjective quotient map. The definition of E0

shows that a0 is a k-multilinear alternating map on V , and it is then a computation
similar to that in the proof of Theorem 11.1.2 to check that the space

Źk V and this
k-multilinear map have the desired properties. �
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Corollary 11.3.2. Let V1 and V2 be K-vector spaces and f : V1 Ñ V2 be a K-linear
map. For any k ě 0, there exists a unique K-linear map

Źk f :
Źk V1 Ñ

Źk V2 such
that

p

k
ľ

fqpv1 ^ ¨ ¨ ¨ ^ vkq “ fpv1q ^ ¨ ¨ ¨ ^ fpvkq.

Moreover, for f : V1 Ñ V2 and g : V2 Ñ V3, we have
k
ľ

pg ˝ fq “
k
ľ

g ˝
k
ľ

f,

and
Źk Id “ Id. In particular, if f is an isomorphism, then so is

Źk f , and

´

k
ľ

f
¯´1

“

k
ľ

f´1.

Proof. This is entirely similar to the proof of Proposition 11.1.7 for the tensor
product: the map

V k
1 Ñ

k
ľ

V2

mapping pv1, . . . , vkq to fpv1q ^ ¨ ¨ ¨ ^ fpvkq is k-multilinear and alternating, so by Propo-
sition 11.3.1, there exists a unique linear map

k
ľ

V1 Ñ

k
ľ

V2

that maps v1 ^ ¨ ¨ ¨ ^ vk to fpv1q ^ ¨ ¨ ¨ ^ fpvkq.
The composition properties then follows from the uniqueness, as in Example 11.1.8,

(3). �

Proposition 11.3.3. Let V be a finite-dimensional K-vector space, with dimpV q “
n ě 0. Let B “ pv1, . . . , vnq be an ordered basis of V .

(1) We have
Źk V “ t0u if k ą n; for 0 ď k ď n, we have

dim
k
ľ

V “

ˆ

n

k

˙

.

(2) For 0 ď k ď n, and for I Ă t1, . . . , nu a subset with cardinality k, let

vI “ vi1 ^ ¨ ¨ ¨ ^ vik

where I “ ti1, . . . , iku with i1 ă ¨ ¨ ¨ ă ik. Then

Bk “ pvIqCardpIq“k

is a basis of
Źk V .

For the proof, we will need the following property that also shows that the notation
v1 ^ ¨ ¨ ¨ ^ vk is not ambiguous if we think of grouping some of the factors together.

Proposition 11.3.4. Let V be a K-vector space and k ě 0, ` ě 0 integers. There
exists a bilinear map

α :
k
ľ

V ˆ
ľ̀

V Ñ
k`
ľ̀

V

such that
αpv1 ^ ¨ ¨ ¨ vk, vk`1 ^ ¨ ¨ ¨ ^ vk``q “ v1 ^ ¨ ¨ ¨ ^ vk``

for all vectors vi P V , 1 ď i ď k ` `.
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One denotes in general αpx, yq “ x^ y for any x P
Źk V and y P

Ź` V , and one calls
this the exterior product or wedge product of x and y.

Proof. We begin with a fixed x P
Źk V of the form

x “ v1 ^ ¨ ¨ ¨ ^ vk,

and consider the map

αx : V `
Ñ

k`
ľ̀

V

so that
αxpw1, . . . , w`q “ v1 ^ ¨ ¨ ¨ ^ vk ^ w1 ^ ¨ ¨ ¨ ^ w`.

One sees that αx is `-multilinear and alternating (because the “wedge product”) ist.
Hence by Proposition 11.3.1, there exists a linear map (that we still denote αx for sim-
plicity)

ľ̀

V Ñ
k`
ľ̀

V

such that
αxpw1 ^ ¨ ¨ ¨ ^ w`q “ v1 ^ ¨ ¨ ¨ ^ vk ^ w1 ^ ¨ ¨ ¨ ^ w`.

We can now define a map

α : V k
Ñ HomKp

ľ̀

V,
k`
ľ̀

V q

with
αpv1, . . . , vkq “ αv1^¨¨¨^vk .

It is again an elementary check that the map α itself is k-multilinear and alternating.
Therefore there exists a linear map (again denoted α)

α :
k
ľ

V Ñ HomKp
ľ̀

V,
k`
ľ̀

V q

with αpv1 ^ ¨ ¨ ¨ ^ vkq “ αv1^¨¨¨^vk . Now we just define

x^ y “ αpxqpyq,

and the result holds. �

Proof of Proposition 11.3.3. The second part of course implies the first since
we get a basis with the right number of elements. To prove the second part, we first
observe that the alternating property of the wedge product implies that the vectors vI
generate

Źk V . So the problem is to prove that they are linearly independent. Let tI be
elements of K such that

ÿ

I

tIvI “ 0,

where the sets I are all the k-elements subsets of t1, . . . , nu. Take any such set J , and
let K Ă t1, . . . , nu be the complement. Apply the “wedge with vK” operation to the
relation: this gives

ÿ

I

tIvK ^ vI “ 0.

For any set I except I “ J , the vector vK ^ vI is a wedge product of n vectors, two of
which are repeated, hence is zero by the alternating property. So we get

tJvK ^ vJ “ 0.
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It is therefore enough to show that vK ^ vJ ­“ 0 in
Źn V . This is an ordered wedge

product of n vectors which form an ordered basis B1 of V . To show that this is non-zero,
we use determinants: by Theorem 3.1.7, there exists an n-multilinear alternating map
D : V n Ñ K such that DpB1q “ 1. By Proposition 11.3.1, there is therefore a linear
form D :

Źn V Ñ K such that DpvK ^ vJq “ 1. This implies that the vector vK ^ vJ is
non-zero. �

Example 11.3.5. One important use of exterior powers is that they can reduce a
problem about a finite-dimensional subspace W of a vector space V to a problem about
a one-dimension space, or a single vector.

Proposition 11.3.6. Let V be a finite-dimensional vector space.
(1) Let pv1, . . . , vkq be vectors in V . Then pv1, . . . , vkq are linearly independent if and

only if v1 ^ ¨ ¨ ¨ ^ vk ­“ 0 in
Źk V .

(2) Let pv1, . . . , vkq and pw1, . . . , wkq be vectors in V , which are linearly independent.
Then the k-dimensional spaces generated by pv1, . . . , vkq and by pw1, . . . , wkq are equal if
and only if there exists t ­“ 0 in K such that

w1 ^ ¨ ¨ ¨ ^ wk “ t v1 ^ ¨ ¨ ¨ ^ vk.

We begin with a lemma:

Lemma 11.3.7. Let W Ă V be a subspace of V . If f denotes the linear map W Ñ V
that corresponds to the inclusion of W in V , then the map

Źk f :
ŹkW Ñ

Źk V is
injective.

In other words, we may view
ŹkW as a subspace of

Źk V by the “obvious” linear
map

w1 ^ ¨ ¨ ¨ ^ wk Ñ w1 ^ ¨ ¨ ¨ ^ wk

for w1, . . . , wk in W , where the right-hand side is viewed as an element of
Źk V .

Proof. Let pv1, . . . , vmq be an ordered basis of W and pv1, . . . , vnq an ordered basis

of V . Then the vectors vI , where I Ă t1, . . . , nu has cardinality k, form a basis of
Źk V .

Among them we have the vectors vI where I Ă t1, . . . ,mu has cardinality k, which are

therefore linearly independent. However, by construction, such a vector in
Źk V is the

image by
Źk f of the corresponding vector in

ŹkW . Hence
Źk f sends a basis of

ŹkW

to linearly independent vectors in
Źk V , and this means that this is an injective linear

map. �

This result means that for some questions at least, the k-th exterior power can be
used to reduce problems about a k-dimensional subspace of a vector space to a problem
about a single vector in

Źk V (or about a one-dimensional subspace). For instance, this
gives a nice parameterization of the set of all k-dimensional subspaces of an n-dimensional
space, by non-zero vectors of

Źk V , up to multiplication by a non-zero element of K.

Proof. (1) If v1, . . . , vk are linearly dependent, we can find elements ti in K, not all
zero, with

t1v1 ` ¨ ¨ ¨ ` tkvk “ 0.

Assume for instance that tj ­“ 0. Then

vj “ ´
1

tj

ÿ

i ­“j

tivi,
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and hence

v1 ^ ¨ ¨ ¨ ^ vk “ ´
1

tj

ÿ

i ­“j

v1 ^ ¨ ¨ ¨ ^ vj´1 ^ vi ^ vj`1 ^ ¨ ¨ ¨ ^ vk “ 0

by the alternating property of the wedge product, since each term contains twice the
vector vi.

Conversely, assume that v1, . . . , vk are linearly independent. Let then vk`1, . . . , vn
be vectors such that pv1, . . . , vnq is an ordered basis of V . From Proposition 11.3.3, the

vector v1 ^ ¨ ¨ ¨ ^ vk is an element of a basis of
Źk V , and therefore it is non-zero.

(2) If xtv1, . . . , vkuy “ xtw1, . . . , wkuy, then both v1 ^ ¨ ¨ ¨ ^ vk and w1 ^ ¨ ¨ ¨ ^ wk are

non-zero elements of the space
ŹkW , seen as a subspace of

Źk V by Lemma 11.3.7.

Since
ŹkW has dimension one by Proposition 11.3.3, this means that there exists t ­“ 0

such that
w1 ^ ¨ ¨ ¨ ^ wk “ t v1 ^ ¨ ¨ ¨ ^ vk,

as claimed.
Conversely, suppose that

w1 ^ ¨ ¨ ¨ ^ wk “ t v1 ^ ¨ ¨ ¨ ^ vk

for some t ­“ 0. Let i be an integer such that 1 ď i ď k. Assume that vi R xtw1, . . . , wkuy.
Then, since pw1, . . . , wkq are linearly independent, the vectors pvi, w1, . . . , wkq are linearly
independent. But then there exists a basis of V containing them, and in particular the
vector

vi ^ w1 ^ ¨ ¨ ¨ ^ wk P
k`1
ľ

V

is non-zero. However, this is also the exterior product vi ^ y where y “ w1 ^ ¨ ¨ ¨ ^ wk
(Proposition 11.3.4). Since y “ tv1 ^ ¨ ¨ ¨ ^ vk, the vector is

t vi ^ pv1 ^ ¨ ¨ ¨ ^ vkq “ 0,

by the alternating property. This is a contradiction, so we must have vi P xtw1, . . . , wkuy
for all i, and this means that

xtv1, . . . , vkuy Ă xtw1, . . . , wkuy.

Since both spaces have dimension k, they are equal. �

This can be used very concretely. For instance, consider V “ K3 and the space
W “ xtv1, v2uy generated by two vectors

v1 “

¨

˝

x1

x2

x3

˛

‚, v2 “

¨

˝

y1

y2

y3

˛

‚.

When is W of dimension two? In other words, when are v1 and v2 linearly independent?
To answer, we compute v1 ^ v2 using the basis

e1 ^ e2, e1 ^ e3, e2 ^ e3

of
Ź2 K3, where pe1, e2, e3q is the standard basis of K3. We get first

v1 ^ v2 “ px1e1 ` x2e2 ` x3e3q ^ py1e1 ` y2e2 ` y3e3q

“ x1y1e1 ^ e1 ` x1y2e1 ^ e2 ` x1y3e1 ^ y3

` x2y1e2 ^ e1 ` x2y2e2 ^ e2 ` x2y3e2 ^ y3

` x3y1e1 ^ e3 ` x3y2e3 ^ e2 ` x3y3e3 ^ y3
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since the wedge product is multilinear. Since it is also alternating, this becomes

v1 ^ v2 “ a e1 ^ e2 ` b e1 ^ e3 ` c e2 ^ e3

where

a “ x1y2 ´ x2y1, b “ x1y3 ´ x3y1, c “ x2y3 ´ x3y2.

Hence the space W has dimension 2 if and only if at least one of the numbers a, b, c is
non-zero. (Note that these are the determinants of the 2ˆ 2 matrices obtained from

pv1 v2q “

¨

˝

x1 y1

x2 y2

x3 y3

˛

‚

by removing one row; this illustrates a general feature.)
Moreover, the spaces generated by v1, v2 and

w1 “

¨

˝

x11
x12
x13

˛

‚, w2 “

¨

˝

y11
y12
y13

˛

‚

are then equal if and only if there exists a non-zero element t P K such that
¨

˝

x1y2 ´ x2y1

x1y3 ´ x3y1

x2y3 ´ x3y2

˛

‚“ t

¨

˝

x11y
1
2 ´ x

1
2y
1
1

x11y
1
3 ´ x

1
3y
1
1

x12y
1
3 ´ x

1
3y
1
2

˛

‚

(because this condition implies also that the right-hand side is non-zero in K3, so w1 and
w2 also generate a 2-dimensional space, and the proposition applies).

Example 11.3.8. Our last example is also very important.

Proposition 11.3.9. Consider n ě 1 and an n-dimensional K-vector space V . Let
f P EndKpV q be an endomorphism of V . Then the endomorphism

Źn f of the 1-
dimensional vector space

Źn V is the multiplication by detpfq. In other words, for any
pv1, . . . , vnq in V n, we have

fpv1q ^ ¨ ¨ ¨ ^ fpvnq “ detpfq v1 ^ ¨ ¨ ¨ ^ vn.

In particular, this provides a definition of the determinant of an endomorphism that
is independent of the choice of a basis of V !

Proof. We illustrate this in the case n “ 2 first: if B “ pv1, v2q is an ordered basis
of V , and

Matpf ;B,Bq “

ˆ

a b
c d

˙

then

´

2
ľ

f
¯

pe1 ^ e2q “ fpe1q ^ fpe2q “ pae1 ` ce2q ^ pbe1 ` de2q

“ ab e1 ^ e1 ` ad e1 ^ e2 ` bc e2 ^ e1 ` cd e2 ^ e2

“ ad e1 ^ e2 ` bc e2 ^ e1

“ pad´ bcq e1 ^ e2.

Since e1 ^ e2 is a basis of the one-dimensional space
Ź2 V , this implies that

Ź2 fpxq “
detpfqx for all x P

Ź2 V .
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Now we consider the general case. One possibility is to generalize the previous com-
putation; this will lead to the result using the Leibniz Formula. Another approach is to
use the “axiomatic” characterization of Theorem 3.1.7, and this is what we will do.

We first consider V “ Kn. Let peiq be the standard basis of V . For a matrix A P

Mn,npKq, since
Źn fA is an endomorphism of the 1-dimensional space

Źn V generated
by x “ e1 ^ ¨ ¨ ¨ ^ en, there exists an element ∆pAq P K such that p

Źn fAqpyq “ ∆pAqy
for all y P

Źn V . Equivalently, this means that p
Źn fAqpxq “ ∆pAqx, namely, that

fApe1q ^ fApe2q ^ ¨ ¨ ¨ ^ fApenq “ ∆pAq e1 ^ e2 ^ ¨ ¨ ¨ ^ en.

We consider the map
∆: Kn

Ñ K

defined by mapping pv1, . . . , vnq to ∆pAq for the matrix with column vectors pv1, . . . , vnq,
in other words, to the element t of K such that

v1 ^ ¨ ¨ ¨ ^ vn “ fApe1q ^ ¨ ¨ ¨ ^ fApenq “ t e1 ^ ¨ ¨ ¨ ^ en.

Then ∆ is n-multilinear: for instance, for the vectors ptv1 ` sv
1
1, v2, . . . , vnq, the relation

ptv1 ` sv
1
1q ^ ¨ ¨ ¨ ^ vn “ tpv1 ^ ¨ ¨ ¨ ^ vnq ` spv

1
1 ^ ¨ ¨ ¨ ^ vnq

“ pt∆pv1, . . . , vnq ` s∆pv
1
1, v2, . . . , vnqqe1 ^ ¨ ¨ ¨ ^ en

shows the multilinearity with respect to the first variable. Moreover, ∆ is alternating,
because if vi “ vj, then

0 “ v1 ^ ¨ ¨ ¨ ^ vn “ ∆pv1, . . . , vnqe1 ^ ¨ ¨ ¨ ^ en

means that ∆pv1, . . . , vnq “ 0. Finally, it is clear that ∆pe1, . . . , enq “ 1, and hence by
Theorem 3.1.7 and Corollary 3.1.8, we deduce that

∆pv1, . . . , vnq “ detpAq “ detpfAq,

where A is the matrix with column vectors pv1, . . . , vnq.
We now come to the general case. Let B “ pv1, . . . , vnq be an ordered basis of V and

j : Kn Ñ V be the isomorphism mapping the vector ptiq to

x “
ÿ

i

tivi P V.

Consider f P EndKpV q and the diagram

Kn Kn

V V

ÐÑ j

Ð

Ñ
fA

ÐÑ j

Ð

Ñ
f

where j´1 ˝ f ˝ j “ fA for the matrix A “ Matpf ;B,Bq. Applying Corollary 11.3.2, we
obtain

Źn Kn
Źn Kn

Źn V
Źn V

ÐÑ Źn j

Ð

Ñ

Źn fA

ÐÑ Źn j

Ð

Ñ

Źn f

,

and
Źn f is an isomorphism, so that

n
ľ

f “
´

n
ľ

j
¯´1

˝

n
ľ

fA ˝
n
ľ

j.
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From the special case previously considered, we know that
Źn fA is the multiplication

by detpfAq “ detpfq. It follows that
Źn f is also the multiplication by detpfq. �

Remark 11.3.10. The computation we did shows also that the coordinates pa, b, cq
of v1 ^ v2 with respect to the basis

pe1 ^ e2, e1 ^ e3, e2^3q

are the same as the coordinates of the classical vector product v1 ˆ v2 defined as a map

K3
ˆK3

Ñ K3.

This fact explains the appearance of the cross product in classical vector calculus in R3,
as representing concretely certain aspects of the general differential calculus of differential
forms on Rn.

Example 11.3.11. As a final remark, without proof, we note an alternative approach
to exterior powers, in the case of the dual space of an n-dimensional vector space V over a
field with characteristic 0. This is sometimes used in differential geometry (in the theory
of differential forms).

Proposition 11.3.12. Let V be an n-dimensional K-vector space. There is an iso-
morphism

β :
k
ľ

V ˚ Ñ AltkpV ; Kq

such that for linear forms λ1, . . . , λk on V , and for pw1, . . . , wkq P V
k, we have

βpλ1 ^ ¨ ¨ ¨ ^ λkqpw1, . . . , wkq “
ÿ

σPSk

εpσqλ1pwσp1qq ¨ ¨ ¨λkpwσpkqq.

One may then want to describe the exterior product
k
ľ

V ˚ ˆ
ľ̀

V ˚ Ñ
k`
ľ̀

V ˚

in terms of AltkpV ; Kq and Alt`pV ; Kq only. This is a rather unpleasant formula: if
a1 “ βpxq and a2 “ βpyq, then we have

βpx^ yqpv1, . . . , vk``q “
ÿ

σPHk,`

εpσqa1pvσp1q, . . . , vσpkqqa2pvσpk`1q, . . . , vσpk``qq,

where Hk,` is the subset of permutations σ P Sk`` such that

σp1q ă ¨ ¨ ¨ ă σpkq, σpk ` 1q ă ¨ ¨ ¨ ă σpk ` `q.

Hence, although the description seems more concrete, the resulting formulas and
properties are much less obvious!
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Appendix: dictionary

We give here a short English–German–French dictionary of important terms in linear
algebra.

‚ Field / Körper / Corps
‚ Vector space / Vektorraum / Espace vectoriel
‚ Vector subspace / Unterraum / Sous-espace vectoriel
‚ Linear map / Lineare Abbildung / Application linéaire
‚ Matrix, matrices / Matrix, Matrizen / Matrice, matrices
‚ Kernel / Kern / Noyau
‚ Image / Bild / Image
‚ Linear combination / Linearkombination / Combinaison linéaire
‚ Generating set / Erzeugendensystem / Ensemble générateur
‚ Linearly (in)dependent set / Linear (un)abhängig Menge / Ensemble linéairement

(in)dépendant
‚ Basis (plural bases) / Basis (pl. Basen) / Base (pl. bases)
‚ Ordered basis / Geordnete Basis / Base ordonnée
‚ Dimension / Dimension / Dimension
‚ Isomorphism / Isomorphismus / Isomorphisme
‚ Isomorphic to... / Isomorph zu... / Isomorphe à...
‚ Endomorphism / Endomorphismus / Endomorphisme
‚ Change of basis matrix / Basiswechselmatrix / Matrice de changement de base
‚ Row echelon form / Zeilenstufenform / Forme échelonnée
‚ Upper/lower triangular matrix / Obere-/Untere-/Dreiecksmatrix / Matrices tri-

angulaire supérieure / inférieure
‚ Determinant / Determinante / Déterminant
‚ Permutation / Permutation / Permutation
‚ Signature / Signum / Signature
‚ Transpose matrix / Transponierte Matrix / Matrice transposée
‚ Trace / Spur / Trace
‚ Direct sum / Direkte Summe / Somme directe
‚ Complement / Komplement / Complément
‚ Stable or invariant subspace / Invarianter Unterraum / Sous-espace stable ou

invariant
‚ Matrices similaires / Ähnliche Matrizen / Matrices similaires
‚ Conjugate matrices / Konjugierte Matrizen / Matrices conjuguées
‚ Eigenvalue / Eigenwert / Valeur propre
‚ Eigenvector / Eigenvektor / Vecteur propre
‚ Eigenspace / Eigenraum / Espace propre
‚ Spectrum / Spektrum / Spectre
‚ Characteristic polynomial / Charakteristisches Polynom / Polynôme caractéristique
‚ Diagonalizable / Diagonalisierbar / Diagonalisable
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‚ Multiplicity / Vielfachheit / Multiplicité
‚ Involution / Involution / Involution
‚ Projection / Projektion / Projection
‚ Nilpotent / Nilpotent / Nilpotent
‚ Dual space / Dualraum / Espace dual
‚ Linear form / Linearform / Forme linéaire
‚ Bilinear form / Bilinearform / Forme bilinéaire
‚ Non-degenerate / Nicht-ausgeartet / Non-dégénérée
‚ Positive definite / Positiv definit / Définie positive
‚ Positive demi-definite / Positiv semi-definit / Semi-définie positive
‚ Scalar product / Skalarprodukt / Produit scalaire
‚ Euclidean space / Euklidisches Raum / Espace euclidien
‚ Adjoint / Adjungierte / Adjoint
‚ Orthogonal group / Orthogonale Gruppe / Groupe orthogonal
‚ Self-adjoint map / Selbstadjungierte Abbildung / Application auto-adjointe
‚ Quadratic form / Quadratische Form / Forme quadratique
‚ Quadric / Quadrik / Quadrique
‚ Singular values / Singulärwerte / Valeurs singulières
‚ Sesquilinear form / Sesquilinearform / Forme sesquilinéaire
‚ Hermitian form / Hermitesche Form / Forme hermitienne
‚ Unitary space / Unitärer Raum / Espace hermitien ou pré-hilbertien
‚ Unitary group / Unitäre Gruppe / Groupe unitaire
‚ Normal map / Normale Abbildung / Application linéaire normale
‚ Jordan Block / Jordanblock / Bloc de Jordan
‚ Jordan Normal Form / Jordansche Normalform / Forme de Jordan
‚ Dual basis / Duale Basis / Base duale
‚ Transpose of a linear map / Duale Abbildung / Transposée d’une application

linéaire
‚ Characteristic of a field / Charakteristik eines Körpers / Caractéristique d’un

corps
‚ Euclidean division of polynomials / Polynomdivision / Division euclidienne des

polynômes
‚ Quotient space / Quotientenraum / Espace quotient
‚ Tensor product / Tensorprodukt / Produit tensoriel
‚ Exterior powers / Äussere Potenzen / Puissances extérieures
‚ Exterior or wedge product / “Wedge” Produkt / Produit extérieur
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