Chapter 4 – Statistics

Since every measurement has uncertainty associated with it, how do we interpret quantitative results?

<table>
<thead>
<tr>
<th>RBC count on “normal” days (cells/(\mu\text{L} \times 10^6))</th>
<th>Today’s RBC count (cells/(\mu\text{L} \times 10^6))</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1</td>
<td>5.6</td>
</tr>
<tr>
<td>5.3</td>
<td></td>
</tr>
<tr>
<td>4.8</td>
<td></td>
</tr>
<tr>
<td>5.4</td>
<td></td>
</tr>
<tr>
<td>5.2</td>
<td></td>
</tr>
</tbody>
</table>

Is the red blood cell count high? Or is the variability from random error enough to account for today’s higher measurement, assuming no systematic error.

- The question becomes how much random error is there? What is the precision of the measurement?
- This is much of what Chapter 4 addresses, we’ll come back to the above problem later when equipped to provide the answer.
Hopefully we can all agree that the lifetime of a single light bulb from a batch of the same type of light bulbs is a random process.

On the right is a plot of the number of light bulbs with lifetimes in 20 h intervals. 4768 light bulbs total tested. If an infinite number of light bulbs are tested, get the smooth curve shown.

From this data 2 important parameters are obtained.

1. The arithmetic mean or average is 845.2 h.
2. The standard deviation (s) measures how closely data is clustered around the mean.

Take a look at Figure 4-2 above. The smaller the s value the more closely data is clustered around the mean. Less random error, higher precision.

It is worth figuring out how to calculate s on your calculator, which surely has a function to do this. The equation that is used is below.

Make sure you calculate the sample standard deviation (s) rather than the true or population standard deviation (σ). You can tell the difference in that the true standard deviation has n in the denominator, not n – 1.

It may be worth doing 1 example by hand. 
Ex. A solution concentration is determined 4 times by titration with the following data: 

0.1018 M, 0.1021 M, 0.1015 M, 0.1020 M
What does this mean? (No pun intended.)
s, if well defined (4768 measurements does it, 4 measurements do not) measures the probable deviation of a result the from the mean.

![Normal error curve](image.png)

**Figure 2.2** Normal error curve.

68 % of measurements are within ± 1s of the mean
96 % of measurements are within ± 2s of the mean
99.7 % of measurements are within ± 3s of the mean
Etc. Can also do things like take slices from the Gaussian to determine the probability of a result between any 2 values, as Harris illustrates but is not covered here.

For the light bulb example, where s is well defined:
68 % of the manufactured light bulbs will have a lifetime:
\[
845.2 \text{ h} \pm 94.2 \text{ h}
\]

96 % of the manufactured light bulbs will have a lifetime:
\[
656.8 \text{ h} \pm 188.4 \text{ h}
\]
Flipping this logic on its head, you can say that for any individual light bulb:

There is a 68% chance that it will have a lifetime in the range

There is a 96% chance that it will have a lifetime in the range

With a lot of data, it is OK to report it as the

because the Gaussian distribution, or the error curve, is well defined. Thus the standard deviation can be directly interpreted as a measure of the random error, and the probable error of another measurement.

The molarity example is different, and it is the situation we commonly find ourselves in. There are 4 measurements which are nowhere near enough to define the Gaussian. Thus the standard deviation for the molarity example does not carry as much information with it as with the light bulb example. So how do we estimate the probable error in the molarity case?

A few concepts and definitions first. In the absence of systematic error

- As n \(\to\) \(\infty\), the mean \(\to\) \(\mu\), where \(\mu\) is the “true” value
As \( n \to \infty \), \( s \to \sigma \)

Where \( \sigma \) is the true or population standard deviation

So the more times you measure something in the absence of systematic error;
- The closer your average (\( \bar{y} \)) is likely to be to the true value (\( \mu \))
- The closer your sample standard deviation (\( s \)) is likely to be the population standard deviation (\( \sigma \)).

A very important question: as \( n \) decreases, how far away is the average (\( \bar{y} \)), the result you get, likely to be from the “true” value (\( \mu \))? What is the probable error of another measurement?

**Section 4.2 – Confidence Interval**

Due to the additive nature of random error, the likely difference between the mean and \( \mu \) (i.e. absolute error) is inversely proportional to the square root of the number of measurements.

Eq. 1:

Since \( s \), standard deviation, describes the precision of a set of measurements with only random error, or the Gaussian curve width, a larger \( s \) is directly proportional to the random error.

Eq. 2:
Putting the 2 proportionalities together Eq. 3 is found:

Eq. 3:

If s is well defined by numerous measurements, then great!

Eq. 4:

With few measurements, s is an estimate of the true or population standard deviation ($\sigma$). Eq. 3 remains valid, but not Eq. 4.

Use Student’s t as an additional factor to take into account the uncertainty of s when calculated with just a few measurements.

Eq. 5:

Taking away the absolute value and rearranging

Eq. 6
Ex. \% Cl\(^-\) in a salt measured gravimetrically, 4 measurements: 28.63 \%, 28.59 \%, 28.65 \%, 28.68 \%

a) Find the 90 \% confidence interval
b) Find the 95 \% confidence interval

The mean is 28.64 \%, s = 0.04 \%.

What if we obtained the same mean and standard deviation from 9 measurements rather than 4?
We could have predicted this trend since uncertainty (absolute error) is reduced by making more measurements.

The meaning of a confidence interval is illustrated by using a spreadsheet to create a random error curve or Gaussian distribution with parameters that you can input. Data below was defined with $\mu = 10,000$ and $\sigma = 1000$.

4 numbers were chosen at random from the set of 100 data points described above with $\mu = 10,000$ and $\sigma = 1,000$. These 4 numbers were used to calculate a mean, standard deviation, and confidence intervals at 50 % ($t = 0.765$) and 90 % ($t = 2.353$). This was repeated 100x.
At the 50 % confidence interval error bars encompass \( \mu \), the true value, 45 times. (Theoretically should be 50 times or 50%).

At the 90 % confidence interval error bars encompass \( \mu \), the true value, 89 times. (Theoretically should be 90 times or 90%).

Now back to the original question beginning the chapter.

Is the red blood cell count high today? Or is the variability from random error enough to account for today’s higher measurement, assuming no systematic error?

<table>
<thead>
<tr>
<th>RBC count on “normal” days (cells/(\mu)L (\times 10^6))</th>
<th>Today’s RBC count (cells/(\mu)L (\times 10^6))</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1</td>
<td>5.6</td>
</tr>
<tr>
<td>5.3</td>
<td></td>
</tr>
<tr>
<td>4.8</td>
<td></td>
</tr>
<tr>
<td>5.4</td>
<td></td>
</tr>
<tr>
<td>5.2</td>
<td></td>
</tr>
</tbody>
</table>

Calculate a confidence interval and see if it encompasses the RBC count today.
Mean = \(5.1_6 \times 10^6\) cells/\(\mu\)L (subscripted \# = extra sig. fig.)
\(s = 0.2_3 \times 10^6\) cells/\(\mu\)L
95 % confidence interval:
99 % confidence interval:

Section 4.3 - 2 other ways to use Student’s t
1. Compare quantitative data from a method and compare to an accepted answer.
   a) Can be done just like we did earlier.
      Ex. A new procedure you have developed measures Cu in biological samples. You buy a NIST standard which has 11.7 ppm. Measure biological sample 5x.
      Mean = 10.8 ppm, s = 0.8 ppm
      Is there systematic error in the procedure?

In general do tests at the 95 % confidence interval – but 5% chance you will be wrong!

If the confidence interval includes the accepted value then there is no systematic error. If the confidence interval does not include the accepted value then there is systematic error.
However the accepted value is not included in the 90% confidence interval. So there is a 5 – 10% chance that the method has a systematic error.

b) This same problem can be done a different way which will be useful soon. You can calculate a t value using the data, and compare the calculated t value ($t_{calc}$) with the tabulated t value ($t_{table}$). First the confidence interval equation must be rearranged and solved for $t$: 
2. Comparison of means. The same sample is measured with two different methods. The means are almost always different, but are they equivalent given the vagaries of random error? In other words, do the 2 methods give “the same” result, or are they different? Must use a paired t-test.

Ex. 2 methods are used to determine glucose content in blood. Do the 2 methods give equivalent results?

<table>
<thead>
<tr>
<th>Method 1 (mg/dL)</th>
<th>Method 2 (mg/dL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>127</td>
<td>130</td>
</tr>
<tr>
<td>125</td>
<td>128</td>
</tr>
<tr>
<td>123</td>
<td>131</td>
</tr>
<tr>
<td>130</td>
<td>129</td>
</tr>
<tr>
<td>131</td>
<td>127</td>
</tr>
<tr>
<td>126</td>
<td>125</td>
</tr>
<tr>
<td>129</td>
<td></td>
</tr>
</tbody>
</table>

n₁ = 7, X₁ = 127.3, s₁ = 2.9  
n₂ = 6, X₂ = 128.3, s₂ = 2.2

1. Calculate s for the entire data set, called s_{pooled}
2. Calculate an experimental t value (t_{calc}) from the confidence interval equation, substituting the difference between the 2 means rather than comparing a mean to a true value (μ), taking into account n for each data set.
3. Compare the calculated t value with the tabulated t value with n₁ + n₂ – 2 degrees of freedom, and interpret as before.
Section 4.4 – comparison of precision, F-test
Recall that the standard deviation, s, is a measure of experimental precision. $s^2$ is the variance, and variance ratios are used to compare experimental precision. *Important: the largest variance always goes in the numerator! No numbers in F-test less than 1 allowed.*

From the glucose content example, a paired t-test was used to compare if the results were equivalent, essentially a comparison of means. To compare the precision of these results use the F-test.

As before, if $F_{\text{calc}} < F_{\text{table}}$, the random error in the 2 methods are equivalent at the confidence level tested.
Method 1, by definition that method with a larger variance, has 6 degrees of freedom in the glucose example; method 2 has 5.

Section 4.6 – discarding data and Q-test.

If you perform replicate analyses, and one analysis looks off (for no apparent reason, not because of a systematic error that you are aware of, in which case throw it out) do the following:

Generate a quotient by dividing the difference between a questionable result and its nearest numerical neighbor (gap) by the difference between the smallest and largest values (range)

\[ Q_{\text{calc}} = \frac{\text{gap}}{\text{range}} \]
As always, if $Q_{\text{calc}} > Q_{\text{table}}$ then the data can be discarded at the confidence level tested.

Ex. 4 samples are analyzed for $\% \text{ Cl}^{-}$ with following results:

- $33.03\%$
- $33.09\%$
- $33.05\%$
- $32.89\%$

Can run 4 be rejected?

<table>
<thead>
<tr>
<th>No. of Observations</th>
<th>$Q_{0.05}$</th>
<th>$Q_{0.01}$</th>
<th>$Q_{0.001}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.941</td>
<td>0.970</td>
<td>0.994</td>
</tr>
<tr>
<td>4</td>
<td>0.765</td>
<td>0.829</td>
<td>0.926</td>
</tr>
<tr>
<td>5</td>
<td>0.642</td>
<td>0.710</td>
<td>0.821</td>
</tr>
<tr>
<td>6</td>
<td>0.560</td>
<td>0.625</td>
<td>0.740</td>
</tr>
<tr>
<td>7</td>
<td>0.507</td>
<td>0.568</td>
<td>0.680</td>
</tr>
<tr>
<td>8</td>
<td>0.468</td>
<td>0.526</td>
<td>0.634</td>
</tr>
<tr>
<td>9</td>
<td>0.437</td>
<td>0.493</td>
<td>0.598</td>
</tr>
<tr>
<td>10</td>
<td>0.412</td>
<td>0.466</td>
<td>0.568</td>
</tr>
<tr>
<td>15</td>
<td>0.338</td>
<td>0.384</td>
<td>0.475</td>
</tr>
<tr>
<td>20</td>
<td>0.300</td>
<td>0.342</td>
<td>0.425</td>
</tr>
<tr>
<td>25</td>
<td>0.277</td>
<td>0.317</td>
<td>0.393</td>
</tr>
<tr>
<td>30</td>
<td>0.260</td>
<td>0.298</td>
<td>0.372</td>
</tr>
</tbody>
</table>


Use this table, it is more complete than our text's $Q$ table.

Chapter 4  Exercises A, E, F
Problems 1, 8, 9, 11, 12-14, 18-21

Section 4.7 will be covered in Labs 2 and 3, method of least squares.
Section 4.8 will also be covered in Labs 2 and 3 in the context of spectrophotometry.

Chapter 18, spectrophotometry, is next.