Research in I/O Psychology
1 Who does research in I/O Psychology?

a) Science

i) To test theories

b) Practice

i) To test the effectiveness of interventions

ii) To measure things in the workplace that need to be measured

(1) Job Performance

(2) Selection

(3) Etc.

2 Four Components of A Research Study

a) Research Question/Hypothesis

b) Research Design

c) Measurement of Variables

d) Data Analysis and Conclusions 

i) Answers to the research question

OR

ii) Reject Hypothesis (or Fail to Reject)

3 Every study starts with a research question or a hypothesis.

a) A research question is simply some question the researcher wants to know the answer to.

i) Will providing training in computer usage improve job performance?
ii) Will using an IQ test to choose employees result in hiring better workers?

iii) Are groups with a democratic structure as effective as groups with a more authoritarian structure?

b) What is a hypothesis?

i) Even studies that only have “research questions” seem to at least implicitly have a hypothesis.

c) Your hypothesis or research question needs to be specific enough to allow you to do a study – and you have to be careful not to overgeneralize your results..

4 Important Concepts in Research

a) Variables

i) Variables have to vary.  (There must be different levels for different objects [e.g., people] in the study.)

ii) Variables can be manipulated (controlled by the researcher).

iii) Or they can be measured.

b) Field Settings & Laboratory Settings

c) Populations and Samples

i) POPULATION: The group of people or objects that you want to know about.

ii) SAMPLE: A smaller group of people or objects that you actually study.

(1) Representativeness.& Generalizability
(2) Random Selection (see Below).

5 Desiderata of Research

a) The act of being researched doesn’t change what happens.

b) The results are intersubjective:.

i) Anyone who researched the same thing would get the same answer.  It doesn’t matter who the researcher is.

c) Generalizability 
i) Across People

ii) Across Jobs

iii) Across Settings

(1) Field settings are better than lab settings to insure generalizability to the ‘real world’.

iv) Across Organizations

v) Random Selection as a Means of Achieving Generalizability (and representativeness)
d) Covariation: We know that two things are possibly related if they covary.

i) Correlation is one kind of covariation.

ii) Just because two things covary, doesn’t mean that one is related to another: the problem of confounding.

e) No Confounding.

i) When some variable that is not part of our research question or hypothesis is intertwined with variable(s) that are part of our research, we say that there is a confounding variable or a confound..

(1) For example, suppose we are interested in seeing whether giving workers more, but shorter, breaks will lead to fewer accidents on the job.

(a) It might not be possible to really randomly assign [see below] people to groups that receive different kinds of breaks.

(b) So, what we might do is give different break structures to people in different work groups, or on different shifts.

(c) But, the people on the graveyard shift may have more accidents because they are more tired (tiredness confounded with break structure).  Or, the people in one work group may be more experienced (experience confounded with break structures).  

f) Control: Knowing or controlling the levels of certain variables to rule out a possible confounding.
i) Control by only using people of one type in the study (Holding the confounding variable constant).  

(1) For example, only one shift of workers or workers with only one experience level.
ii) Control by systematically varying levels of your variables.  

(1) For example, we could make sure that our different break structure groups have equal numbers of people at different experience levels.

iii) Statistical control: Measure the possibly confounding variable, and use statistical techniques to see what the relationships would be if everyone had the same level of that variable.

iv) The problem with all of these is that we have to know what the variable that is confounding is.  But, there are a lot of times when we don’t.

(1) SOLUTION: Random Assignment 
(a) Only works for experiments.  With correlational studies (i.e., survey research… see below) you can’t do this.  That’s why we can’t infer causes from correlational studies.  There might always be a confounding variable.

6 Types of Research Designs

a) Observational Studies

i) Obtrusive Observation

ii) Participant Observation: The observer participates in the activity under study.

iii) Unobtrusive Observation: The observer observes without people knowing they are being observed, or at least with as little awareness as possible.

(1) The goal is to make it so the observation doesn’t affect the actual outcome (see above).

(2) However, there are ethical issues about unobtrusive observation and participant observation.

b) Survey Research: A sample is asked a number of different questions (variables) about the subject of interest.

i) Phone, mail, web, face-to-face.

ii) Easy & cheap to do.

iii) But, usually can only be correlational.

iv) Usually cross-sectional, but can be longitudinal.

v) Have to worry about response rate.

(1) If a low percentage of the number of people randomly selected agree to participate, then the sample will not be representative.

c) Experiments: One or more variables are manipulated (varied under the control of the experimenter so that it’s the only thing that changes).  Then, one or more variables are measured.

i) The manipulated variable(s) called independent variables.  The measured variable(s) are called dependent variables.
ii) The independent variables are hypothesized to be causes.  The dependent variables are hypothesized to be effects.

iii) If people who have different levels of the independent variable turn out to have different levels of the dependent variable, then we know that the IV causes the change in the DV, because the IV is the only thing that was different between the people.
iv) Most experiments are done in the lab, but there can also be field experiments.

d) Methods for making everything the same except the independent variable(s):

i) Between-Subjects Experiments (Randomized Groups): Using Random Assignment to keep everything the same.

ii) Within Subjects Experiments (Repeated Measures): Use the same participants in all groups.

(1) Practice Effects.

7 Measurement
a) Measurement means assigning a number or score to an object, to represent the object’s level on a variable.

b) The measurement (the score assigned) is not the same thing as the level of the quality that a person has.

i) Your score on an intelligence test is not the same thing as your true intelligence score.

ii) Error: Whenever we measure some quality of a person or object, our measurement has error… random influences on the measure that do not relate to the true score on the trait being measured.

(1) In classical test theory, Score = TrueScore + Error

iii) Our goal with measurement is to have measures that have very little error.

c) A test is defined as a systematic way to observe someone’s performance on some trait and come up with a score.

i) The items in a test could be written questions, behavioral observations, or some combination.

ii) Usually a test has multiple items where the errors will cancel each other out so that the sum of scores on all the items will be closer to the true score than any one item alone.

d) Reliability refers to the consistency with which a measurement measures the score.

i) In terms of classical test theory, reliability refers to what percentage of the score is true score, and what percentage is error.

(1) Since error is random, it will differ every time we get a score.  But, true score should stay the same (usually).  So, if error is a big percentage of the score, the score will differ every time we measure it.

ii) Consistency over time: Test-Retest Reliability.

iii) Consistency Within A Test

(1) Split-Half Reliability

(2) Internal Consistency Reliability (Chronbach’s Alpha)

(a) The average (mean) of all possible split-half reliabilities.

iv) Inter-rater reliability

e) Validity
i) The general definition of validity is how well a research tool (e.g., measurement, research design) accomplishes what it is trying to accomplish.

(1) The validity of an experiment means how well the experiment really controls the manipulated variables so that nothing else is different.

(a) If the experiment has high validity, then we can conclude that the independent variables really cause any observed changes in the dependent variables.

(2) In terms of measurements, we can talk about several different kinds of validity.

(a) Face Validity: Does the measure appear to be measuring what it is supposed to be measuring… Not really validity at all.

(b) Construct validity: The scores on a measurement can really be said to be measuring what we say they are measuring.

(c) Ways to asses construct validity:

(i) Convergent Validity: Does the measure correlate with other measures of the same trait.

(ii) Divergent Validity: Does the measure not correlate too highly with measures of different traits.

1. For example, an IQ measure should correlate more highly with another measure of IQ (convergent validity) than it does with a measure of memory.

(iii) Criterion Related Validity: The measure correlates with things that the construct being measured should correlate with.
1. For example, do scores on an IQ test correlate with school performance.

2. Or, do scores on an integrity test correlate with disciplinary actions.

(iv) Content Validity: Does the measure seem to represent all of the different aspects of the trait being measured.

8 Statistics

a) Descriptive Statistics

i) Statistics designed to describe a large group of numbers.  

ii) Descriptive Statistics summarize something about the numbers.

iii) Univariate Statistics: Statistics that summarize something about one variable.

(1) Central Tendency

(a) Mean – The numeric average (add up all the numbers and divide by how many numbers there are).

(b) Median – The number that divides the list of numbers in half.  The number where there is an equal number of numbers above the median, and an equal number of numbers below the median.

(c) Mode – The most common score.

(2) Disperson

(a) Range – The difference between the highest score and the lowest score

(b) Variance – The average of the squared deviations from the mean (subtract the mean from each number, then take the square of each subtraction, then average all of those squares).

(c) Standard Deviation – the square root of the variance.

(3) An example

(a) DATA SET:
1
6
8
10
10

(b) What is the mode?

(c) What is the median?

(4) What is the mean?

(a) What is the range?

(b) What is the variance?

(c) What is the standard deviation?

iv) Bivariate & Multivariate Statistics for Survey Research Designs.

(1) Bivariate Statistics summarize the relationship between two variables.

(2) Multivariate Statistics summarize the relationship among more than two variables.

(3) Correlation – A measure of the (usually linear) relationship between two variables.  A measure of covariation.

(a) Usually symbolized with an r.

(b) Ranges from -1 to 0 to +1

(c) Correlation can help you predict one score from the other.

(d) If one variable is a cause of another, then the two variables will correlate.

(e) However, just because two variables correlate does not mean that one variable is a cause of another.  If A & B (two variables) correlate, it could be any of these things:

(i) A causes B

(ii) B causes A

(iii) A third variable, C, causes a change in both A & B (Confounding)
(4) Regression Analysis

(a) Regression analysis lets you come up with an equation to predict one variable (usually called Y) from another variable (usually called X) or a set of variables.

(i) In bivariate regression, the formula looks like this: 
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(ii) From this equation, we can make our best guess prediction about what Y (called the criterion) will be, if we know X. (the predictor).

(iii) Even though our prediction will not be perfect, it can be a substantial improvement over just guessing.

(b) Multiple Regression lets us use more than one predictor.  We get an equation like this: 
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b) Inferential Statistics

i) Inferential Stats are used to draw conclusions about a larger population, based on the information from a sample.

ii) What’s true of the sample may not be really true of the whole population.

iii) For example, if we get a correlation between two variables of r = .10, do we know that that is really the correlation in the population.  Maybe its something about the people we just happened to get that gives us that correlation.  Inferential statistics can give us an idea of what the chance is that the population correlation is really zero, even if the sample correlation is .10.

iv) Examples of inferential statistics are:

(1) t-test for 2 groups (independent or dependent)

(2) Analysis of Variance (ANOVA)

(3) t-test for correlations

(4) multiple regression.

c) Meta Analysis

i) Meta Analysis is a relatively new technique designed to combine the results of many different studies.

ii) Sample statistics as estimates of population statistics

iii) Meta-analysis can take the estimated values from several different studies and combine them, to get a better estimate of the true value.
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