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The factor structure of the Wechsler Intelligence Scale for Children-Fifth Edition (WISC-V; Wechsler, 2014a) standardization sample (N = 2,200) was examined using confirmatory factor analyses (CFA) with maximum likelihood estimation for all reported models from the WISC-V Technical and Interpretation Manual (Wechsler, 2014b). Additionally, alternative bifactor models were examined and variance estimates and model-based reliability estimates (ω coefficients) were provided. Results from analyses of the 16 primary and secondary WISC-V subtests found that all higher-order CFA models with 5 group factors (VC, VS, PR, WM, and PS) produced model specification errors where the Fluid Reasoning factor produced negative variance and were thus judged inadequate. Of the 16 models tested, the bifactor model containing 4 group factors (VC, PR, WM, and PS) produced the best fit. Results from analyses of the 10 primary WISC-V subtests also found the bifactor model with 4 group factors (VC, PR, WM, and PS) produced the best fit. Variance estimates from both 16 and 10 subtest based bifactor models found dominance of general intelligence (g) in accounting for subtest variance (except for PS subtests) and large ω-hierarchical coefficients supporting general intelligence interpretation. The small portions of variance uniquely captured by the 4 group factors and low ω-hierarchical subscale coefficients likely render the group factors of questionable interpretive value independent of g (except perhaps for PS). Present CFA results confirm the EFA results reported by Canivez, Watkins, and Dombrowski (2015); Dombrowski, Canivez, Watkins, and Beajean (2015); and Canivez, Dombrowski, and Watkins (2015).
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Development and construction of the WISC-V was reported to reflect conceptualizations of intellectual measurement influenced by Carroll, Cattell, and Horn (Carroll, 1993, 2003; Cattell & Horn, 1978; Horn, 1991; Horn & Blankson, 2005; Horn & Cattell, 1966) as well as other neuropsychological constructs (Wechsler, 2014b). The Word Reasoning and Picture Completion subtests from the WISC-IV were eliminated and three new subtests were added. Picture Span (adapted from the Wechsler Preschool and Primary Scale of Intelligence-Fourth Edition [Wechsler, 2012]) was added to measure visual working memory and Visual Puzzles and Figure Weights (adapted from the Wechsler Adult Intelligence Scale-Fourth Edition [Wechsler, 2008]) were added to measure visual spatial and fluid reasoning, respectively. One major revision goal in WISC-V development was to divide the former Perceptual Reasoning factor into distinct Visual Spatial and Fluid Reasoning factors. Similar attempts were made with the WAIS-IV (Weiss, Keith, Zhu, & Chen, 2013a) and WISC-IV (Weiss, Keith, Zhu, & Chen, 2013a), but Canivez and Kush (2013) pointed out numerous
psychometric problems with these proposed five-factor higher-order models in both the WAIS-IV and WISC-IV.

The WISC-V includes seven “Primary” subtests (Similarities [SI], Vocabulary [VC], Block Design [BD], Matrix Reasoning [MR], Figure Weights [FW], Digit Span [DS], and Coding [CD]) that produce the FSIQ and three additional “Primary” subtests (Visual Puzzles [VP], Picture Span [PS], and Symbol Search [SS]) to produce the five factor index scores (two subtests each for Verbal Comprehension [VC], Visual Spatial [VS], Fluid Reasoning [FR], Working Memory [WM], and Processing Speed [PS]). There are six “Secondary” subtests (Information [IN], Comprehension [CO], Picture Concepts [PC], Arithmetic [AR], Letter-Number Sequencing [LN], and Cancellation [CN]) that are used either for substitution in FSIQ estimation (when one primary subtest is spoiled) or in estimating newly created (Quantitative Reasoning, Auditory Working Memory, Nonverbal) and previously existing (General Ability and Cognitive Proficiency) Ancillary Index Scores.

WISC-V structural validity evidence reported in the WISC-V Technical and Interpretive Manual (Wechsler, 2014b) was based exclusively on confirmatory factor analyses (CFA) that evaluated numerous models beginning with a one-factor (g) model. All other models with two through five first-order factors were higher-order models with the general intelligence factor (g) indirectly influencing subtests via full mediation through the first-order factors (Yung, Thissen, & McLeod, 1999). All CFA models tested are illustrated with subtest assignments to latent factors in the WISC-V Technical and Interpretive Manual (Table 5.3). The standardized measurement model for the final five-factor higher-order model of the WISC-V primary and secondary subtests with the total standardization sample is presented in the WISC-V Technical and Interpretive Manual Figure 5.10 (reproduced in modified form here as Figure 1). This model includes a higher-order general intelligence dimension with five first-order factors (VC, VS, FR, WM, and PS) and the 16 subtest indicators are uniquely assigned to one latent first-order factor except for Arithmetic, which cross-loads on VC, FR, and WM. This final measurement model includes a standardized path coefficient of 1.00 between the higher-order general intelligence factor and the FR factor; suggesting they may be redundant. This final model was also reported to fit five different WISC-V age groups (6–7, 8–9, 10–11, 12–13, and 14–16) equally well (Wechsler, 2014b). Subsequently, H. Chen, Zhang, Raiford, Zhu, and Weiss (2015) reported factorial invariance of this final higher-order model across gender, although they did not examine invariance for alternative models.

Although information presented in the WISC-V Technical and Interpretive Manual appears to be quite favorable, a number of concerns were pointed out (Canivez, Dombrowski, & Watkins, 2015; Canivez & Watkins, 2016; Canivez, Watkins, & Dombrowski, 2015) including use of Weighted Least Squares (WLS) estimation (without explicit justification) rather than maximum likelihood (ML) estimation, retention of a complex CFA measurement model (cross-loading Arithmetic on three group factors) thereby abandoning parsimony of simple structure, possible redundant influence of the higher-order general intelligence factor and lower-order group factors, and absence of latent factor reliabilities estimated for general intelligence and the lower-order group factors. Many of these concerns were previously identified and discussed with other Wechsler scale versions (Canivez, 2010, 2014a; Canivez & Kush, 2013; Gignac & Watkins, 2013) but were not addressed in the WISC-V Technical and Interpretive Manual.

Exploratory factor analyses (EFA) were not reported in the WISC-V Technical and Interpretive Manual. Results of independent EFA of the WISC-V did not support the existence of five-factors in the total WISC-V standardization sample (Canivez, Watkins, & Dombrowski, 2015) or in four age groups (6–8, 9–11, 12–14, and 15–16) within the WISC-V standardization sample (Canivez, Dombrowski, & Watkins, 2015) as the fifth extracted factor included only one salient subtest loading. Schmid and Leiman (1957) orthogonalization of the second-order EFA for the total WISC-V standardization sample and the four age groups found substantial portions of variance apportioned to the hierarchical general factor and substantially smaller portions of variance apportioned to the group factors. Omega-hierarchical coefficients (Reise, 2012; Rodriguez, Reise, & Haviland, 2015) for the general factor ranged from .817 (Canivez, Watkins, & Dombrowski, 2015) to .847 (Canivez, Dombrowski, & Watkins, 2015) and exceeded the preferred level (.75) for clinical interpretation (Reise, 2012; Reise, Bomfay, & Haviland, 2013). Omega-subscale (ωg) coefficients (Reise, 2012) for the four WISC-V group factors ranged from .131 to .530 and no ωg coefficients for VC, PR, or WM approach or exceeded the minimum criterion (.50) for clinical interpretation (Reise, 2012; Reise et al., 2013). However, ωg coefficients for PS approached or exceeded the .50 criterion for possible clinical interpretation. Dombrowski, Canivez, Watkins, and Beaupre (2015) also failed to find support for five-factors in the total WISC-V standardization sample using exploratory bifactor analysis through the bifactor rotation criterion (Jennrich & Bentler, 2011).

Independent CFA results produced with other Wechsler scales have found bifactor models to fit data as well or better than higher-order models and variance estimates for the general intelligence factor has far exceeded variance estimates of the group factors (Canivez, 2014b; Gignac, 2005, 2006; Gignac & Watkins, 2013; Golay, Reverte, Rossier, Favez, & Lecerf, 2013; Nelson, Canivez, & Watkins, 2013; Watkins, 2010; Watkins & Beaupre, 2014; Watkins, Canivez, James, James, & Good, 2013). Given such results in the literature and the advantages of bifactor modeling for understanding test structure (Canivez, 2016; Reise, 2012; Gignac, 2008), comparisons of bifactor models to the higher-order models for the WISC-V are needed.

Carroll (1995) insisted on the use of the Schmid and Leiman (1957) transformation of EFA loadings to apportion subtest variance to the first-order and higher-order dimensions because intelligence test subtests are influenced by both first-order factors and the higher-order g factor. Interpretation of higher-order models requires this partitioning of variance in CFA as well as EFA to determine the relative influence of the first-order factors in comparison to the higher-order factor(s). Within CFA models, a higher-order representation of intelligence test structure is an indirect hierarchical model (Gignac, 2005, 2006, 2008) where the g factor influences subtests indirectly through full mediation through the first-order factors (Yung et al., 1999). Thus, g is conceptualized as a superordinate factor and is an abstraction from abstrac-
Higher-order models have been commonly applied to assess the “construct-relevant psychometric multidimensionality” (Morin, Arens, & Marsh, 2016, p. 117) of intelligence tests, an alternative conceptualization was originally specified by Holzinger and Swineford (1937) as the bifactor model (alternatively referred to as a direct hierarchical [Gignac, 2005, 2006, 2008] or nested factors model [Gustafsson, & Balke, 1993]). In bifactor models, both the general ($g$) and the group factors directly influence the subtests and $g$ is conceptualized as a breadth factor (Gignac, 2008). This means that both $g$ and first-order group factors are simultaneous abstractions derived from the observed subtest indicators and therefore a less complicated conceptual model (Gignac, 2008).

Canivez (2016) and Reise (2012) noted several advantages of the bifactor (direct hierarchical/nested factors) model including the direct influences of the general factor are easy to interpret, both general and specific influences on indicators (subtests) can be examined simultaneously, and the psychometric properties necessary for determining scoring and interpretation of subscales can be directly examined. Gignac (2006) also noted that the direct hier-

![Figure 1. Higher-order measurement model with standardized coefficients (adapted from Figure 5.1; Wechsler, 2014b), for WISC-V standardization sample ($N = 2,200$) 16 Subtests. SI = Similarities; VC = Vocabulary; IN = Information; CO = Comprehension; BD = Block Design; VP = Visual Puzzles; MR = Matrix Reasoning; PC = Picture Concepts; FW = Figure Weights; AR = Arithmetic; DS = Digit Span; PS = Picture Span; LN = Letter-Number Sequencing; CD = Coding; SS = Symbol Search; CA = Cancellation. Wechsler Intelligence Scale for Children-Fifth Edition (WISC-V). Copyright, 2014 NCS Pearson, Inc. Reproduced with permission. All rights reserved. “Wechsler Intelligence Scale for Children” and “WISC” are trademarks, in the United States and/or other countries, of Pearson Education, Inc. or its affiliates(s).]
architectural model (bifactor) can also be considered to be more parsimonious because it specifies a unidimensional general factor. Understanding the structural validity of tests is essential for evaluating interpretability of provided scores (American Educational Research Association, American Psychological Association, & National Council on Measurement in Education, 2014). Given the results from EFA suggesting the WISC-V was overfactored as presented in the WISC-V Technical and Interpretive Manual and that reported WISC-V CFA did not: (a) use ML estimation, (b) compare bifactor models to higher-order models, (c) decompose variance estimates, nor (d) report latent factor reliabilities; the present study examines these methods by independently conducting CFA with the total WISC-V standardization sample. CFA with ML estimation was used to examine the WISC-V structure with the 16 primary and secondary subtests and also with the 10 primary subtests, while also examining bifactor models, presenting decomposed variance estimates, and estimating bifactor model-based reliabilities.

Method

Participants

NCS Pearson, Inc. denied without rationale our request of WISC-V standardization sample raw data to conduct these independent analyses. Absent raw data, the summary statistics (correlations and descriptive statistics) in the WISC-V Technical and Interpretive Manual (Table 5.1; Wechsler, 2014b) used in our analyses were produced by participants who were members of the full WISC-V standardization sample (N = 2,200) and ranged in age from 6–16 years. Detailed demographic characteristics provided in the WISC-V Technical and Interpretive Manual illustrated the demographically representative standardization sample obtained using stratified proportional sampling across variables of age, sex, race/ethnicity, parental education level, and geographic region. Demographic information revealed a close match to the U.S. census across stratification variables.

Instrument

The WISC-V, an individual general intelligence test for children aged 6–16 years, like the WISC-IV (Wechsler, 2003), overlaps in age with the WPPSI-IV (Wechsler, 2012) at age 6 years and the WAIS-IV at age 16 years. This allows clinicians the option of selecting the most appropriate instrument depending on the referral question and child characteristics. Consistent with Wechsler’s definition of intelligence (i.e., “global capacity;” Wechsler, 1939, p. 229) the WISC-V includes numerous subtests that provide estimates of general intelligence but also are combined to measure various group factors.

WISC-V organization and subtest administration order reflect a new four-level organization. The Full Scale IQ (FSIQ) is composed of seven primary subtests across the five factors (VC, VS, FR, WM, and PS), but if one of the FSIQ subtests is invalid or missing, that subtest may be substituted by a secondary subtest from within the same factor; however, only one substitution is allowed. The Primary Index Scale level is composed of 10 WISC-V subtests (primary subtests) and are used to estimate the five WISC-V factor index scores (VCI, VSI, FRI, WMI, and PSI). No substitutions are allowed for the Primary Index Scales. The Ancillary Index level is composed of five scales that are not factorially derived: Quantitative Reasoning (QR), Auditory Working Memory (AWM), Nonverbal (NV), General Ability (GA), and Cognitive Proficiency (CP) and reflect various combinations of primary and secondary subtests. The Complementary Index level is composed of three scales: Naming Speed, Symbol Translation, and Storage and Retrieval derived from the newly created complementary subtests (Naming Speed Literacy, Naming Speed Quality, Immediate Symbol Translation, Delayed Symbol Translation, and Recognition Symbol Translation). Complementary subtests are not intelligence subtests and may not be substituted for primary or secondary subtests. As such these are not included in present analyses nor were they included in WISC-V CFAs reported in the WISC-V Technical and Interpretive Manual (Wechsler, 2014b).

Analyses

EQS 6.2 (Bentler & Wu, 2012) was used to conduct CFA using maximum likelihood estimation. Covariance matrices were produced for CFA using the correlation matrix, means, and SDs from the total WISC-V standardization sample presented in the WISC-V Technical and Interpretive Manual (Table 5.1). Some first-order factors were unidentified because they were measured by only two subtests. In those CFA, the two subtests were constrained to equality before estimating bifactor models to ensure identification (Little, Lindenberger, & Nesselroade, 1999).

The structural models specified in Table 5.3 of the WISC-V Technical and Interpretive Manual are reproduced in Figures 2–4 with the addition of alternative bifactor models that were not included in analyses reported in the WISC-V Technical and Interpretive Manual. Although there are no universally accepted cutoff values for approximate fit indices (McDonald, 2010), overall model fit was evaluated using the comparative fit index (CFI), standardized root mean squared residual (SRMR), Tucker-Lewis index (TLI), and the root mean square error of approximation (RMSEA). Higher values indicate better fit for the CFI and TLI whereas lower values indicate better fit for the SRMR and RMSEA. Applying the Hu and Bentler (1999) combinatorial heuristics, criteria for adequate model fit were CFI and TLI ≥ .90 along with SRMR ≤ .06 and RMSEA ≤ .08. Good model fit required CFI and TLI ≥ .95 with SRMR and RMSEA ≤ .06 (Hu & Bentler, 1999). For a model to be considered superior, it had to exhibit adequate to good overall fit and display meaningfully better fit (ΔCFI > .01 and ΔRMSEA > .015) than alternative models (Cheung & Rensvold, 2002; F. F. Chen, 2007). Additionally, the Akaike Information Criterion (AIC) was considered. AIC does not have a meaningful scale but the model with the smallest AIC values is most likely to replicate (Kline, 2016) and would be preferred.

Model-based reliabilities were estimated with coefficients ω-hierarchical (ω_{h1}) and ω-hierarchical subscale (ω_{h2}), which estimate reliability of unit-weighted scores produced by the indicators (Reise, 2012; Rodriguez et al., 2015). ω_{h1} is the model based reliability estimate for the general intelligence factor with variability of group factors removed. ω_{h2} is the model based reliability estimate of a group factor with all other group and general factors removed (Brunner, Nagy, & Wilhelm, 2012; Reise, 2012). Omega
estimates ($\omega_{h}$ and $\omega_{ms}$) may be obtained from CFA bifactor solutions or decomposed variance estimates from higher-order models and were produced using the Omega program (Watkins, 2013), which is based on the tutorial by Brunner et al. (2012) and the work of Zinbarg, Revelle, Yovel, and Li (2005) and Zinbarg, Yovel, Revelle, and McDonald (2006). Omega coefficients should at a minimum exceed .50, but .75 is preferred (Reise, 2012; Reise, Bonifay, & Haviland, 2013).

Results

16 WISC-V Primary and Secondary Subtests

Results from CFAs for the 16 WISC-V primary and secondary subtests are presented in Table 1. All five of the higher-order models that included five first-order factors (including the final WISC-V model presented in the WISC-V Technical and Interpretative Manual) resulted in inadmissible solutions (i.e., negative variance estimates for the FR factor) potentially caused by mis-specification of the models. Imposing an equality constraint of zero on the FR variance estimate allowed the models to converge properly, but this “only masks the underlying problem” (Hair, Anderson, Tatham, & Black, 1998, p. 610) indicating that these models “should not be trusted” (Kline, 2016, p. 237). Accordingly, neither fit indices nor loadings for these models are reported in Table 1.

A bifactor model that included five first-order factors produced an admissible solution and fit the standardization data well. However, this bifactor model produced results where the Matrix Reasoning, Figure Weights, and Picture Concepts subtests did not have statistically significant loadings on the FR group factor. All five models that included four first-order factors provided good fit to these data. No single four-factor model was superior in terms of $\Delta$CFI > .01 and $\Delta$RMSEA > .015, but the AIC value was lowest for the bifactor version where the FR and VS dimensions ($r = .91$) collapsed into a single (PR) factor (see Figure 5).
Table 2 presents sources of variance from the 16 WISC-V primary and secondary subtests according to the bifactor model with four group factors. Most subtest variance is associated with the general intelligence dimension and substantially smaller portions of variance are uniquely associated with the four WISC-V group factors. Omega-hierarchical and $\omega_{HI}$ coefficients were estimated based on the bifactor results from Table 2 and the $\omega_{HI}$ coefficient for general intelligence (.849) was high and sufficient for model evaluation.

Figure 3. WISC-V Primary and Secondary Subtest configuration for CFA models with 5 factors. VC = Vocabulary; IN = Information; CO = Comprehension; BD = Block Design; VP = Visual Puzzles; MR = Matrix Reasoning; FW = Figure Weights; PC = Picture Concepts; AR = Arithmetic; DS = Digit Span; FS = Picture Span; LN = Letter-Number Sequencing; CD = Coding; SS = Symbol Search; CA = Cancellation. All models include a higher-order general factor except for the bifactor model.

Figure 4. WISC-V Primary Subtest alignment for CFA models. SI = Similarities; VC = Vocabulary; BD = Block Design; VP = Visual Puzzles; MR = Matrix Reasoning; FW = Figure Weights; DS = Digit Span; PS = Picture Span; CD = Coding; SS = Symbol Search. All models include a higher-order general factor except for the bifactor models.
for confident scale interpretation. The \( \omega_{p2} \) coefficients for the four WISC-V factors (PR, PC, FR, and WM), however, were considerably lower ranging from .109 (PR) to .516 (PS). Thus, the four WISC-V first-order factors, with the possible exception of PS, likely possess too little true score variance to support clinical interpretation (Reise, 2012; Reise et al., 2013).

10 WISC-V Primary Subtests

CFA results for the 10 WISC-V primary subtests are presented in Table 3 and both four- and five-factor models provided good fit to these data. No single four- or five-factor model was superior in terms of \( \Delta \text{CFI} > .01 \) and \( \Delta \text{RMSEA} > .015 \), but the AIC value was lowest for the bifactor version of the four-factor model where the VS and FR dimensions \( (r = .90) \) collapsed into a single (PR) factor (see Figure 6). Because of constraining each factor’s loadings to equality because of unidentified latent factors (VC, VS, FR, WM, and PS), the bifactor version of Model 5 (see Figure 4) is mathematically equivalent to higher-order Model 5.

Table 4 presents sources of variance from the 10 WISC-V primary subtests according to the bifactor model with four group
Table 2
Sources of Variance in the WISC-V 16 Subtests for the Total Standardization Sample (N = 2,200) According to a CFA Bifactor Model

<table>
<thead>
<tr>
<th>WISC-V subtest</th>
<th>General</th>
<th>Verbal Comprehension</th>
<th>Perceptual Reasoning</th>
<th>Working Memory</th>
<th>Processing Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b</td>
<td>S²</td>
<td>b</td>
<td>S²</td>
<td>b</td>
</tr>
<tr>
<td>Similarities</td>
<td>.720</td>
<td>.518</td>
<td>.352</td>
<td>.124</td>
<td>.642</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>.727</td>
<td>.529</td>
<td>.463</td>
<td>.214</td>
<td>.743</td>
</tr>
<tr>
<td>Information</td>
<td>.721</td>
<td>.520</td>
<td>.384</td>
<td>.147</td>
<td>.667</td>
</tr>
<tr>
<td>Comprehension</td>
<td>.625</td>
<td>.391</td>
<td>.324</td>
<td>.105</td>
<td>.496</td>
</tr>
<tr>
<td>Block Design</td>
<td>.639</td>
<td>.408</td>
<td>.382</td>
<td>.146</td>
<td>.554</td>
</tr>
<tr>
<td>Matrix Reasoning</td>
<td>.641</td>
<td>.411</td>
<td>.137</td>
<td>.019</td>
<td>.430</td>
</tr>
<tr>
<td>Figure Weights</td>
<td>.649</td>
<td>.421</td>
<td>.163</td>
<td>.027</td>
<td>.448</td>
</tr>
<tr>
<td>Picture Concepts</td>
<td>.530</td>
<td>.281</td>
<td>.060</td>
<td>.004</td>
<td>.285</td>
</tr>
<tr>
<td>Arithmetic</td>
<td>.736</td>
<td>.542</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Digit Span</td>
<td>.660</td>
<td>.436</td>
<td>.493</td>
<td>.243</td>
<td>.679</td>
</tr>
<tr>
<td>Picture Span</td>
<td>.548</td>
<td>.300</td>
<td>.297</td>
<td>.088</td>
<td>.389</td>
</tr>
<tr>
<td>Letter-Number Sequencing</td>
<td>.649</td>
<td>.421</td>
<td>.452</td>
<td>.204</td>
<td>.626</td>
</tr>
<tr>
<td>Coding</td>
<td>.366</td>
<td>.134</td>
<td>.626</td>
<td>.392</td>
<td>.526</td>
</tr>
<tr>
<td>Symbol Search</td>
<td>.425</td>
<td>.181</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancellation</td>
<td>.189</td>
<td>.036</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Variance</td>
<td>.372</td>
<td>.037</td>
<td>.129</td>
<td>.017</td>
<td>.558</td>
</tr>
<tr>
<td>Common Variance</td>
<td>.699</td>
<td>.069</td>
<td>.027</td>
<td>.035</td>
<td>.602</td>
</tr>
<tr>
<td>ω²GH/ωHS</td>
<td>.849</td>
<td>.200</td>
<td>.109</td>
<td>.182</td>
<td>.116</td>
</tr>
</tbody>
</table>

Note. b = standardized loading of subtest on factor; S² = variance explained in the subtest; h² = communality; u² = uniqueness; ω²GH = omega hierarchical (general factor); ω²HS = omega hierarchical subscale (group factors).

Table 3
CFA Fit Statistics for WISC-V 10 Primary Subtests for the Total Standardization Sample (N = 2,200)

<table>
<thead>
<tr>
<th>Model#</th>
<th>χ²</th>
<th>df</th>
<th>CFI</th>
<th>TLI</th>
<th>SRMR</th>
<th>RMSEA</th>
<th>RMSEA 90% CI</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (g)</td>
<td>1296.5</td>
<td>35</td>
<td>.848</td>
<td>.804</td>
<td>.071</td>
<td>.128</td>
<td>[.122, .134]</td>
<td>1226.5</td>
</tr>
<tr>
<td>2 (V, P)</td>
<td>1125.9</td>
<td>33</td>
<td>.868</td>
<td>.820</td>
<td>.072</td>
<td>.123</td>
<td>[.117, .129]</td>
<td>1059.9</td>
</tr>
<tr>
<td>3 (V, P, and PS)</td>
<td>871.1</td>
<td>32</td>
<td>.899</td>
<td>.858</td>
<td>.062</td>
<td>.109</td>
<td>[.103, .115]</td>
<td>807.1</td>
</tr>
<tr>
<td>4 (VC, PR, WM, and PS)</td>
<td>184.9</td>
<td>31</td>
<td>.981</td>
<td>.973</td>
<td>.027</td>
<td>.048</td>
<td>[.041, .054]</td>
<td>122.9</td>
</tr>
<tr>
<td>5 (VC, VS, FR, WM, and PS)</td>
<td>126.0</td>
<td>28</td>
<td>.988</td>
<td>.981</td>
<td>.024</td>
<td>.040</td>
<td>[.033, .047]</td>
<td>70.0</td>
</tr>
</tbody>
</table>

Note. CFI = comparative fit index; TLI = Tucker-Lewis Index; SRMR = standardized root mean square; RMSEA = root mean square error of approximation; AIC = Akaike’s Information Criterion; g = general intelligence; V = verbal; P = performance; PS = Processing Speed; VC = Verbal Comprehension; PR = Perceptual Reasoning; WM = Working Memory; VS = Visual Spatial; FR = Fluid Reasoning; VC, WM, and PS subtest loadings were constrained to equality because of under-identified latent factors (VC, WM, and PS); Because of constraining each factor’s loadings to equality because of under-identified latent factors (VC, WM, and PS); Because of constraining each factor’s loadings to equality because of under-identified latent factors (VC, WM, and PS); Because of constraining each factor’s loadings to equality because of under-identified latent factors (VC, WM, and PS); Because of constraining each factor’s loadings to equality because of under-identified latent factors (VC, WM, and PS); Because of constraining each factor’s loadings to equality because of under-identified latent factors (VC, WM, and PS). Methodological details are provided in the Technical and Interpretive Manual for which standard scores and interpretive guidelines are provided. The present results confirm the outcome of three WISC-V EFA studies, two with the full WISC-V standardization sample (Canivez, Watkins, & Dombrowski, 2015; Dombrowski et al., 2015) and one examining four age groups (Canivez, Dombrowski, & Watkins, 2015), that found a lack of empirical support for five first-order WISC-V factors. Present results found that when modeling five first-order factors and one higher-order factor, the bifactor model was best fitting.

Discussion

Results from the present independent CFA challenge the original WISC-V structure promoted in the WISC-V Technical and Interpretive Manual for which standard scores and interpretive guidelines are provided. The present results confirm the outcome of three WISC-V EFA studies, two with the full WISC-V standardization sample (Canivez, Watkins, & Dombrowski, 2015; Dombrowski et al., 2015) and one examining four age groups (Canivez, Dombrowski, & Watkins, 2015), that found a lack of empirical support for five first-order WISC-V factors. Present results found that when modeling five first-order factors and one higher-order factor, the bifactor model was best fitting.
factor with all 16 primary and secondary subtests as promoted by the publisher, inadmissible results were produced because of negative variance estimates for the FR factor. A bifactor representation of the WISC-V with general intelligence \((g)\) and five group factors produced admissible results but Matrix Reasoning, Figure Weights, and Picture Concepts subtests did not have statistically significant loadings on the FR group factor, thereby questioning its viability. All models that included four group factors (higher-order and bifactor) were statistically similar but the bifactor model produced the smallest AIC estimate and was selected as the best representation of the WISC-V structure with the 16 primary and secondary subtests. Similar results were also observed in the CFA of only the 10 primary WISC-V subtests.

Difficulty in disentangling \(g\) and \(Gf\) factors is not unique to the WISC-V. An early example was provided by Gustafsson (1984) who found identical fluid and general factors among a sample of Swedish students. Other studies using different samples of indicators and participants produced similar results (Chang, Paulson, Finch, McIntosh, & Rothlisberg, 2014; DiStefano & Dombrowski, 2006; Reynolds, Keith, Flanagan, & Alfonso, 2013; Undheim & Gustafsson, 1987). Prior Wechsler scales did not explicitly include a fluid intelligence factor and attempts to identify that factor in recent Wechsler scales often resulted in unity or near unity of \(Gf-g\) loadings (Keith, Fine, Taub, Reynolds, & Kranzler, 2006; Watkins & Beaujean, 2014; Weiss et al., 2013a, 2013b).

Carroll’s (2003) review of the evidence led him to believe that \(g\) and \(Gf\) are not identical but “factor \(Gf\) is inherently difficult to measure reliably independently of its dependence on \(g\)” (p. 14). Vernon (1965) did not incorporate a \(Gf\) factor in his model of intelligence because “most of the common variance of

![Diagram](image)

**Figure 6.** Bifactor measurement model (4 Bifactor), with standardized coefficients, for WISC-V standardization sample \((N = 2,200)\) 10 Primary Subtests. SI = Similarities; VC = Vocabulary; BD = Block Design; VP = Visual Puzzles; MR = Matrix Reasoning; FW = Figure Weights; DS = Digit Span; PS = Picture Span; CD = Coding; SS = Symbol Search. *p < .05.

<table>
<thead>
<tr>
<th>Subtest</th>
<th>General</th>
<th>Verbal Comprehension</th>
<th>Perceptual Reasoning</th>
<th>Working Memory</th>
<th>Processing Speed</th>
<th>(h^2)</th>
<th>(u^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Similarities</td>
<td>.693 .480</td>
<td>.440 .194</td>
<td>.291 .085</td>
<td>.388 .151</td>
<td>.580 .420</td>
<td>.674</td>
<td>.326</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>.702 .493</td>
<td>.440 .194</td>
<td>.495 .245</td>
<td>.388 .151</td>
<td>.580 .420</td>
<td>.686</td>
<td>.314</td>
</tr>
<tr>
<td>Block Design</td>
<td>.673 .453</td>
<td>.440 .194</td>
<td>.427 .070</td>
<td>.388 .151</td>
<td>.580 .420</td>
<td>.538</td>
<td>.462</td>
</tr>
<tr>
<td>Figure Weights</td>
<td>.664 .441</td>
<td>.440 .194</td>
<td>.427 .070</td>
<td>.388 .151</td>
<td>.580 .420</td>
<td>.451</td>
<td>.549</td>
</tr>
<tr>
<td>Coding</td>
<td>.357 .127</td>
<td>.440 .194</td>
<td>.427 .070</td>
<td>.388 .151</td>
<td>.580 .420</td>
<td>.655</td>
<td>.429</td>
</tr>
<tr>
<td>Total Variance</td>
<td>.381 .039</td>
<td>.440 .194</td>
<td>.427 .070</td>
<td>.388 .151</td>
<td>.580 .420</td>
<td>.655</td>
<td>.429</td>
</tr>
<tr>
<td>(\omega_h / \omega_h)</td>
<td>.812 .230</td>
<td>.440 .194</td>
<td>.427 .070</td>
<td>.388 .151</td>
<td>.580 .420</td>
<td>.655</td>
<td>.429</td>
</tr>
</tbody>
</table>

**Note.** \(b = \) standardized loading of subtest on factor; \(S^2 = \) variance explained in the subtest; \(h^2 = \) communality; \(u^2 = \) uniqueness; \(\omega_h = \) omega hierarchical (general factor); \(\omega_s = \) omega subscale (group factors).
reasoning tests is apt to be absorbed into \( g \) (p. 725). Likewise, Johnson and Bouchard’s (2005) VPR extension of Vernon’s theory did not include a fluid reasoning factor. Other researchers believe that a \( Gf \) factor may not emerge unless its indicators represent diverse content areas (Gustafsson & Wolff, 2015) or unless participants have had differential learning opportunities (Kvist & Gustafsson, 2008). Regardless of the theoretical implications, this study found that there was insufficient covariation among the purported FR subtests to form an independent FR group factor.

Bifactor model-based reliability estimates indicated that while the broad \( g \) factor would allow individual interpretation (16 subtest \( \omega_h = .849 \), 10 subtest \( \omega_{hs} = .817 \)) the \( \omega_{hs} \) estimates for the four WISC-V group factors were generally low (see Tables 2 and 4), and extremely limited for measuring unique constructs (Brunner et al., 2012; Reise, 2012). The \( \omega_{hs} \) estimates for the four WISC-V group factors were not high enough for individual interpretation (except perhaps for PS). For comparison purposes, standardized path coefficients from the WISC-V higher-order model (Figure 5.2, Wechsler, 2014b) of the 10 primary subtests that are used to provide factor index scores were used to decompose subtest variance among the higher- and lower-order factors (absent from the WISC-V Technical and Interpretive Manual) and are presented along with \( \omega_h \) and \( \omega_{hs} \) estimates in Table 5. Results were nearly identical to those from the present bifactor model and illustrated strong measurement of the latent general intelligence factor but poor unique measurement of VC, VS, and WM and extremely poor unique measurement of FR.

These results are not unique to the WISC-V and have been observed in both EFA and CFA studies of the WISC-IV (Bodin et al., 2009; Canivez, 2014; Keith, 2005; Watkins, 2006, 2010; Watkins, Wilson, Kotz, Carbone, & Babula, 2006) and with other versions of Wechsler scales (Canivez & Watkins, 2010a, 2010b; Golay & Lecerf, 2011; Golay et al., 2013; Gignac, 2005, 2006; McGill & Canivez, 2016; Watkins & Beaujean, 2014; Watkins et al., 2013). Further, these results are also not unique among Wechsler scales as similar results were also observed with the DAS-II (Canivez & McGill, 2016), SB5 (Canivez, 2008), WASI and WRIT (Canivez et al., 2009), RIAS (Dombrowski, Watkins, & Brogan, 2009; Nelson & Canivez, 2012; Nelson et al., 2007), CAS (Canivez, 2011), WJ III (Dombrowski, 2013, 2014a, 2014b; Dombrowski & Watkins, 2013; Strickland, Watkins, & Catenino, 2015), and the WJ IV Cognitive (Dombrowski, McGill, & Canivez, in press).

Some researchers have questioned the theoretical appropriateness of bifactor models of intelligence, stating that “we believe that higher-order models are theoretically more defensible, more consistent with relevant intelligence theory (e.g., Jensen, 1998), than are less constrained hierarchical [bifactor] models (Reynolds & Keith, 2013, p. 66). This conclusion has been contested by other researchers. For example, Gignac (2006, 2008) contended that the most substantial factor of a battery of tests (i.e., \( g \)) should be directly modeled whereas its full mediation in the higher-order model demands an explicit theoretical justification. That is, a rationale for why general intelligence should directly influence group factors but not subtests. Subtest scores reflect variation on both a general and more specific group factor. The effect is that the subtest scores may appear reliable, but the reliability is primarily a function of the general factor, not the specific group factor. Other researchers maintained that a bifactor model better represents the conceptualizations of intelligence expressed by Spearman and Carroll than the higher-order model (Beaujean, 2015; Brunner et al., 2012; Frisby & Beaujean, 2015; Gignac, 2006, 2008; Gignac & Watkins, 2013; Gustafsson & Balke, 1993). In an extended discussion, Beaujean (2015) reported that Spearman’s conception of general intelligence was of a factor “that was directly involved in all cognitive performances, not indirectly involved through, or mediated by, other factors” (Spearman, 1927, p. 130). Beaujean (2015) also noted that “Carroll was explicit in noting that a bi-factor model best represents his theory” (p. 130).

It has also been suggested that bifactor models might benefit from statistical bias when compared to higher-order models by better accounting for unmodeled complexity (Murray & Johnson, 2013). However, subsequent Monte Carlo simulations found that

<table>
<thead>
<tr>
<th>Subtest</th>
<th>General b</th>
<th>S^2 b</th>
<th>Verbal Comprehension b</th>
<th>S^2 b</th>
<th>Visual Spatial b</th>
<th>S^2 b</th>
<th>Fluid Reasoning b</th>
<th>S^2 b</th>
<th>Working Memory b</th>
<th>S^2 b</th>
<th>Processing Speed b</th>
<th>S^2 b</th>
<th>h^2</th>
<th>u^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Similarities</td>
<td>.689</td>
<td>.474</td>
<td>.422</td>
<td>.196</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.670</td>
<td>.330</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>.697</td>
<td>.486</td>
<td>.452</td>
<td>.204</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.690</td>
<td>.310</td>
</tr>
<tr>
<td>Block Design</td>
<td>.684</td>
<td>.468</td>
<td>.335</td>
<td>.112</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.580</td>
<td>.420</td>
</tr>
<tr>
<td>Visual Puzzles</td>
<td>.702</td>
<td>.493</td>
<td>.342</td>
<td>.117</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.610</td>
<td>.390</td>
</tr>
<tr>
<td>Matrix Reasoning</td>
<td>.673</td>
<td>.453</td>
<td>.072</td>
<td>.007</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.460</td>
<td>.540</td>
</tr>
<tr>
<td>Figure Weights</td>
<td>.673</td>
<td>.453</td>
<td>.130</td>
<td>.017</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.453</td>
<td>.530</td>
</tr>
<tr>
<td>Digit Span</td>
<td>.647</td>
<td>.419</td>
<td>.343</td>
<td>.191</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.610</td>
<td>.390</td>
</tr>
<tr>
<td>Picture Span</td>
<td>.540</td>
<td>.291</td>
<td>.359</td>
<td>.129</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.420</td>
<td>.580</td>
</tr>
<tr>
<td>Coding</td>
<td>.357</td>
<td>.127</td>
<td>.715</td>
<td>.511</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.690</td>
<td>.310</td>
</tr>
<tr>
<td>Symbol Search</td>
<td>.423</td>
<td>.179</td>
<td>.348</td>
<td>.040</td>
<td>.023</td>
<td>.002</td>
<td>.032</td>
<td>.087</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.871</td>
<td>.129</td>
</tr>
<tr>
<td>Total Variance</td>
<td>.676</td>
<td>.070</td>
<td>.040</td>
<td>.040</td>
<td>.004</td>
<td>.056</td>
<td>.154</td>
<td>.548</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.548</td>
<td>.452</td>
</tr>
<tr>
<td>( \omega_h / \omega_{hs} )</td>
<td>.823</td>
<td>.238</td>
<td>.144</td>
<td>.015</td>
<td>.210</td>
<td>.548</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. \( b \) = standardized loading of subtest on factor; \( S^2 = \text{variance explained in the subtest} \); \( h^2 = \text{communality} \); \( u^2 = \text{uniqueness} \); \( \omega_h = \text{omega hierarchical (general factor)} \); \( \omega_{hs} = \text{omega subscale (group factors)} \).
the bifactor model “did not generally produce a better fit when the true underlying structure was not a bi-factor one” (Morgan, Hodge, Wells, & Watkins, 2015, p. 15). In any case, Murray and Johnson concluded that the “bifactor model factor scores should be preferred” (Murray & Johnson, 2013, p. 420) when there is an attempt to estimate or account for domain-specific abilities; something critical in evaluation of the construct validity of the WISC-V because of publisher claims of what factor index scores measure as well as the numerous comparisons of factor index scores and inferences made from such comparisons. Researchers and clinicians must know how well WISC-V group factors (domain-specific) perform independent of the general intelligence (g) factor (F. F. Chen, Hayes, Carver, Laurenceau, & Zhang, 2012; F. F. Chen, West, & Sousa, 2006). Reise, Moore, and Haviland (2010) concluded that a bifactor model, which contains a general factor but permits multidimensionality, is better than the higher-order model for determining the relative contribution of group factors independent of the general factor (i.e., general intelligence). As can be seen in Table 5, however, decomposed variance estimates and model-based reliability estimates based on the publisher presented higher-order model with five group factors produced very similar results to the bifactor models generated in the present study.

Limitations

While the present study examined CFA for the full WISC-V standardization sample it is possible that different age groups within the WISC-V standardization sample might produce different results. Consequently, CFA with different age groups should be conducted to examine structural invariance across age. Further, these data pertain to the standardization sample and may not generalize to other populations such as different clinical groups or independent samples of nonclinical groups, participants of different races/ethnicities, or language minorities. While structural invariance across gender has been reported (H.-L. Chen et al., 2015), bifactor models were not examined so invariance of a bifactor model should also be examined across gender. Finally, the results of the present study only pertain to the latent factor structure and do not fully test the validity of the WISC-V, which also involves relations with external criteria. Other methods such as incremental predictive validity (Canivez, 2013a; Canivez, Watkins, James, Good, & James, 2014; Glutting, Watkins, Konold, & McDermott, 2006) to determine if reliable achievement variance is incrementally accounted for by the factor index scores beyond that accounted for by the FSIQ (or through latent factor scores; see Kranzler, Benson, & Floyd, 2015) and diagnostic utility (see Canivez, 2013b) studies should also be examined. However, given the small portions of true score variance uniquely contributed by the group factors it is difficult to imagine that they will provide substantial value.

Conclusion

Based on the present results as well as WISC-V EFA studies (Canivez, Dombrowski, & Watkins, 2015; Canivez, Watkins, & Dombrowski, 2015; Dombrowski et al., 2015), the WISC-V as presented in the WISC-V Technical and Interpretive Manual appears to be overfactored. The FR factor is implausible given the negligible amount of unique true score variance in either the bifactor or higher-order models. Further, EFA revealed that the fifth factor was defined by only one subtest in the total WISC-V standardization sample (Canivez, Watkins, & Dombrowski, 2015; Dombrowski et al., 2015) and with four age subgroups (Canivez, Dombrowski, & Watkins, 2015). Thus, it appears the attempt to divide the Perceptual Reasoning factor into separate Visual Spatial and Fluid Reasoning factors was unsuccessful and generating standard scores and comparisons for FR potentially misleading. If FR does not have unique contribution then the publisher should provide normative scores for four (VC, PR, WM, and PS) rather than five first-order factors.

Based on the present results and replication of previous findings, primary interpretive emphasis should be placed on the FSIQ. If going beyond the FSIQ and interpreting factor index scores then clinicians must exercise caution to guard against misinterpretation or overinterpretation of scores because of the limitations of the group factors. Further, confidence intervals for the observed factor index scores are narrow because of the strong influence of general intelligence (except for PS). Confidence intervals based on unique factor true score variance would be considerably larger because of substantially less unique true score variance. Those using the WISC-V must be mindful of how much unique variance is conveyed by the different scores provided, which is unavailable in the WISC-V Technical and Interpretive Manual, so this and other studies (Canivez, Dombrowski, & Watkins, 2015; Canivez, Watkins, & Dombrowski, 2015; Dombrowski et al., 2015) are critical for proper interpretation of the WISC-V.
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